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Abstract

We evaluate the quantitative effects of trade policy on the location of firms 
across space and over time. We develop a multi-country, multi-sector dynamic 
general-equilibrium trade and spatial model with forward-looking decisions of 
workers on where to supply labor, forward-looking decisions of firms on where to 
locate produc-tion, endogenous capital structure accumulation, and trade in 
intermediate goods with sectoral linkages. We bring the model to data using trade, 
production, and data on firm demographics across sector and locations. We use the 
model to study if trade protectionism can revert the declining trend in the U.S. 
manufacturing em-ployment and firms; and its impact on the location of 
production across space and over time. We feed into the model the raise in import 
tariffs between the U.S. and its major trade partners in the year 2018. We find that 
these changes in trade policy can result in a persistent increase on manufacturing 
employment and firms. However, these effects do not revert the long run decline in 
manufacturing employment and firms. Importantly, the relocation of production 
comes at the cost of higher prices, lower welfare for households, and 
heterogeneous effects on firm entry across space.
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1 Introduction

The recent backslash against globalization has resulted in increased trade protection-

ism in many countries, and most notably in the United States. In the year 2018, the trade

weighted manufacturing tariffs applied by the U.S. to China increased by about 8 per-

centage points while the retaliatory tariffs from China to the U.S. increased, on average,

by around 9 percentage points. The relocation of industries is probably the most frequent

argument for trade protectionism.1 In this paper, we study how trade policy impacts the

dynamics of manufacturing labor and firms. We present several aggregate and regional

data on how employment and firms have evolve over time across sectors and regions

in the U.S. Motivated by these facts, we develop a framework to study the dynamics of

labor, and the dynamic decision of firms on entry and exit. We apply our model to the

2018 increase in trade restrictions between the United States and its trading partners,

and evaluate if trade protectionism can have a positive impact on manufacturing em-

ployment and on firm’s entry, study if protectionism could revert the observed decline

in manufacturing employment and firms, and importantly, access the aggregate, and

distributional, welfare effects of protectionism.

We build on recent advances in the literature and present a multi sector, multi coun-

try, and multi region dynamic general equilibrium model. In the model, households

feature dynamic decisions on where to supply labor, decisions determined by expected

real wages, mobility costs, and idiosyncratic preferences, and we also allow for non-

employment. Firms produce and sell goods domestically and to other locations to max-

imize profits that depends on demand, factor prices, and are also shaped by trade policy.

We introduce firm’s forward-looking decisions on where to locate production, as well as

entry and exit across locations. To locate production in a given region, firms must pay

an entry cost, measured in units of capital structures, thus entry cost is lower in regions

with lower rental rates of capital structure, which is also an equilibrium object in our

model. Locations in our model can also accumulate capital structures, which in part at-

tracts firms. We embed all these mechanisms into a rich production and trade structure

that features input-output linkages.

To study the effects of increased unilateral protectionism in the U.S., with and with-

out retaliation, we first consider the aggregate effects using a multi-country and multi

1There are no shortage of historical episodes where governments have explicitly mentioned this ar-
gument for trade protectionism (see Baldwin, Forslid, Martin, Ottaviano, and Robert-Nicoud, 2003). Just
to mention an example, as early as in the 18th century, the U.S. President Hamilton advocated for high
tariffs as a means to shift industrial production from Great Britain back to the U.S.. For more examples,
see Irwin (2017).
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region model featuring 39 countries, and three industries (manufacturing, wholesale

and retail, and services), and a construction sector that we use to discipline the accu-

mulation of new structures, as described later on. We then extend the model, and the

quantitative assessment by adding regions. We use the year 2015 as the reference year

and to take the model to the data, we obtain data on trade across U.S. states, across

countries, and between U.S. states and other countries, as well as production data and

labor flows. We also discipline the initial mass of firms across locations, and the dif-

ferent firm’s location choice using firms demographic data from the U.S. Census Statis-

tics of U.S. Business (SUSB) database, and OECD Structural and Demographic Business

Statistics (SDBS).

To compute the changes in tariffs on U.S. imports and exports in 2018 due to the

2018 trade war, we use information on the tariffs changes applied by U.S. as well as the

retaliatory tariffs from China and all other countries at the product level, HS-10 digit

classification. We compute the exposure of the manufacturing sector of each country

to these tariff increases by using import weights of each targeted product in total man-

ufacturing trade of each country. With this measures, we then evaluate the change in

U.S. import tariffs and average changes in retaliatory tariffs.

We find that the increased trade protectionism (all observed tariff increases in 2018)

results in a positive effect on manufacturing firms entry and manufacturing employ-

ment in the United States. We find a 1.81 percent increase in the number of manufac-

turing firms in the United States in the long run, and a 0.06 percentage point increase

in the the share of population employed in the manufacturing sector. However, we find

that this positive effect on firms and employment does not revert their declining trend.

Moreover, it comes at the cost of higher prices and lower welfare. We find that welfare

declines by 0.18 percent, and the U.S. price index increases by 1.18 percent in the long

run. If the foreign countries had not retaliated, we find larger effects on manufacturing

firms and employment, U.S. households would have been slightly better off, but still the

positive gains in employment and the positive location effect of firms do not revert their

declining trend over time.

When looking at the distributional effects of trade policy across space, we find that a

handful of states are the ones that attract firms and employment, some of the them are

large states such as Florida and Texas, and some other are states with high exposure to

imports from China, such as Tennessee and Georgia. We find that the states that attract

firms and employment are better off, but the states that experience losses of firms an

employment are worse off. Moreover, the gains from the trade war in the states that

attract firms and employment are captured by the local governments, firms, and capital
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developers that experience increases in profits and revenues, but not by households.

We find that households in all states experience a decline in welfare as a consequence

of the 2018 trade war.

Our paper is related to several strands of the trade literature. The labor market dy-

namics in our model builds on Artuç, Chaudhuri, and McLaren (2010), and Caliendo,

Dvorkin, and Parro (2019), henceforth CDP. The implications of trade policy on indus-

trial location has been primarily studied in the new economic geography theory (Ven-

ables, 1987, Puga and Venables, 1997, Martin and Rogers, 1995, Baldwin et al., 2003,

Ossa, 2011, among others), which has provided intuitive insights on how the location

effect of trade trade policy shapes welfare in the protecting country.2 Fujita, Krugman,

and Venables (2000) call for a general equilibrium quantitative framework to re-assess

the spatial effects of trade policy. We provide a tractable general equilibrium framework

that allows us to quantitatively re-asses the implications of changes to trade policy at

the aggregate and disaggregate level.

We follow the work by Das, Roberts, and Tybout (2007) and add forward looking firms

to a international trade model. Different from this work, the main decision of the firms

in our model is where to locate production instead of which market to enter as an ex-

porter. More broadly, we relate to research on firm’s dynamics in trade that model export

decisions, like Roberts and Tybout (1997), Eaton, Eslava, Jinkins, Krizan, and Tybout

(2012), Alessandria and Choi (2014), Alessandria, Choi, and Ruhl (2014), and Dickstein

and Morales (2018).

Our paper also relates to the recent literature that has provided evidence on the short

run effects of the 2018 U.S. trade war (Fajgelbaum et al., 2019, Flaaen et al., 2020, Amiti

et al., 2019, among others). Our paper is also closely related to the literature that has

found reduced-form evidence on the distributional consequences of trade liberalization

on employment and other outcomes (Topalova, 2010, Dix Carneiro and Kovak, 2017,

Kovak, 2013), as well as the literature that has studied the aggregate and distributional

consequences of the China trade shock (e.g. Autor et al., 2013, Pierce and Schott, 2009,

Caliendo, Dvorkin, and Parro, 2019, and Galle et al., 2017). We also relate to the empiri-

cal literature on trade policy and industrial location, like Hanson (1996), Hanson (1998),

and Hanson (2001).

More generally, our paper is related to the literature on quantitative analysis of trade

and domestic policies in static frameworks such as Caliendo and Parro (2015), Caliendo,

2These papers have focused on evaluating how trade policy can have a firm relocation effect, which is
also related to the home market effect, see Helpman and Krugman (1985), and Davis (1998) for a study on
the home market effect in an economy with a non-tradable sector.
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Feenstra, Romalis, and Taylor (2015), Handley and Limao (2015), Broda, Limao, and We-

instein (2008), Costinot and Rodriguez-Clare (2014), Ossa (2016), and Bartelme, Costinot,

Donaldson, and Rodriguez-Clare (2018). Also related to us are spatial models with a

focus on studying the role of trade and domestic policies in shaping the distribution

of economic activity such as in Fajgelbaum, Morales, Serrato, and Zidar (2015), Ossa

(2015), and Gaubert (2018). More generally, the dynamic entry and exit decisions in our

model are closely related to Hopenhayn (1992). Our model is a model of firm’s loca-

tion choice, entry and exit decisions across locations, and it might seem tempting to

think of our framework to understand multinational production. However, our model

is not a model of multinational production since we avoid dealing with the interde-

pendencies across markets that complicate the firm’s decision problem, see Antras and

Yeaple (2013), Tintelnot (2017), Antras, Fort, and Tintelnot (2017), Arkolakis, Ramondo,

Rodriguez-Clare, and Yeaple (2018) and, Garetto, Oldenski, and Ramondo (2019).

Modeling fixed entry costs in terms of capital relates our paper to the Footloose Cap-

ital model developed by Martin and Rogers (1995).3 Baldwin (1999) extends the model

to incorporate endogenous capital accumulation in the context of a two country model.

But adding forward looking capital accumulation into a multi-country and multi-region

model is not an easy task. Eaton, Kortum, Neiman, and Romalis (2016) incorporate cap-

ital accumulation into a multi-country international trade model as in Eaton and Ko-

rtum (2002), and show how to take the model to the data expressing the equilibrium

condition of the model in changes; building on Dekle, Eaton, and Kortum (2007). We

follow a different approach and incorporate accumulation of capital structures at the

local level into a multi-country, multi-region, model. In doing so, we follow Desmet and

Rossi-Hansberg (2014), and Desmet, Nagy, and Rossi-Hansberg (2016), and simplify the

problem of capital accumulation decisions as in Allen and Donaldson (2018).

A large strand of the literature has studied reasons for trade policy with theory such

as Grossman and Helpman (1994), Grossman and Helpman (1995a), Grossman and

Helpman (1995b), Grossman and Helpman (2018), Bagwell and Staiger (1999), Bagwell

and Staiger (2012), Bagwell and Staiger (2015), Gros (1987), Demidova (2008), Demidova

and Rodriguez-Clare (2009), Maggi and Rodriguez-Clare (2007), and Costinot, Donald-

son, Vogel, and Werning (2015). We propose a general equilibrium framework that

shares many of the mechanisms in this literature and study the dynamic effects of trade

policy quantitatively.

The spatial trade and production structure builds on recent static spatial economics

models such as Allen and Arkolakis (2014), Redding (2016), Redding and Sturm (2008),

3See Baldwin et al. (2003) for an in depth explanation of the Footloose Capital model.
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Caliendo, Parro, Rossi-Hansberg, and Sarte (2017) and many other papers reviewed in

Redding and Rossi-Hansberg (2017).

The rest of the paper is organized as follows. Section 2 presents descriptive statistics

on the manufacturing sector in the U.S. Section 3 develops the quantitative dynamic

model of industrial and labor location, and Section 4 describes how we solve the model

and take the model to the data. Section 5 presents the aggregate effects of the 2018 trade

war and Section 6 the spatial effects. Finally, Section 7 concludes. All proofs and detailed

derivations are relegated to the Appendix.

2 Manufacturing Employment and Firms in the U. S.

We start by documenting the evolution of the manufacturing employment and firms

in the United States over the last twenty years, using data from the BLS. Looking first

at Figure 1, panel (a), we observe an overall decline in U.S. manufacturing employment

from the year 2000 to 2018 which in part has been documented in recent research on the

effects of trade on U.S. labor markets (e.g. Autor et al., 2013, Pierce and Schott, 2016). In

the same figure, we document that the number of manufacturing establishments that

operate in the United States had declined throughout this sample period (figure D.2 in

Appendix D.1 shows that firms and establishments have the same pattern over time).

Figure 1: Evolution of U.S. manufacturing employment and firms
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Panel (b)
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Note: The left-hand panel presents the evolution of employment and number of establishments in the
manufacturing sector in the United States. The right-hand side panel presents the share of manufactur-
ing employment in total employment and the share of manufacturing establishments in total U.S. man-
ufacturing establishments. The data used to construct these figures is from the BLS as described in detail
in Section 4.2.

A second observation from panel (a) of Figure 1 is that the evolution of employment

does not seem to move one-to-one with the evolution of manufacturing establishments
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in the United States over this period. For instance, the figure shows that while employ-

ment has started to increase after 2010, the number of establishments has continued to

decline. In panel (b), we display the evolution of manufacturing employment and the

number of establishments as a share of total employment and total number of estab-

lishments, which also show a decline over this period.

In the next section we develop a framework that can reconcile the observed aggre-

gate behavior of firms and employment. Importantly, we then use the framework to

study how trade policy impacts the dynamics of manufacturing labor and firms; and

answer questions such as: does trade protectionism have a positive impact on manu-

facturing employment and on firm’s entry?, is it able to revert this observed decline in

manufacturing employment and firms?, if so, does it come at a welfare cost?

The economic activity is unevenly distributed across space, and as result, employ-

ment, firms, and the exposure of each U.S. state to international trade varies. We il-

lustrate this spatial heterogeneity using data on the number of establishment, firms’

entry, employment, and trade by U.S. states for the year 2015, using data from from the

U.S. Census, Statistics of U.S. Business (SUSB) database. In this section, we present the

descriptive statistics, and in the quantitative section we describe in detail the different

data sources.

Figure 2 shows the number of establishments across U.S. states in the manufactur-

ing and non-manufacturing sectors. We can see in panel (a) the degree of spatial hetero-

geneity in the distribution of manufacturing establishments across U.S. states, ranging

from about 500 establishments in states such as Alaska, Delaware, and Wyoming, to

about 18,000 in Texas and about 35,600 in California, namely the state with the largest

number of manufacturing establishments has about 75 times more establishments than

the state with the lowest number of manufacturing establishments. In the non man-

ufacturing sector, the dispersion is somewhat lower, but still substantial; the ratio of

establishments between the top and the bottom state is about 46 times. The number

of non-manufacturing establishments ranges from about 15,000 in states such as Ver-

mont, Alaska, and Wyoming to about 450,000 in Texas and almost 700,000 in California.

Also, in the figure we observe that although the states that have more manufacturing es-

tablishments tend to be the same states with the largest number of non-manufacturing

establishments, the ranking across all states is not the same in both sectors. As an ex-

ample, Wisconsin is the seventh state with the largest number of non-manufacturing

establishments, but it is the twenty second state with the largest number of manufac-

turing establishments.

The lower panel of Figure 2 shows manufacturing establishments as a share of each
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state’s total establishments that shows the spatial variation in the concentration of man-

ufacturing establishments within each state. For instance, states such as New York,

Nevada, and Florida have a lower concentration of manufacturing establishments com-

pared with states such Wisconsin, Ohio, and Indiana.

Figure 2: U.S. establishments across space
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Note: The data on U.S. establishments across space used to construct this figure is from the U.S. Census,
Statistics of U.S. Business (SUSB) database, described in detail in Section 6.

There is also substantial spatial heterogeneity in the firm’s entry rates in the United

States. Figure 3 displays the annual entry rate of establishments across U.S. states in the

manufacturing and non-manufacturing sectors, measured as the fraction of establish-

ments that enter in a given state out of the total entry in the United States. Entry rates

in the manufacturing sectors vary from 0.2-0.3 percent in states such as North Dakota,

South Dakota, Wyoming, and Alaska, to levels of 7 percent in states such as Florida an

Texas, and 16 percent in California. Entry rates in the non-manufacturing sectors ex-

hibits a similar range of variation.
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Figure 3: U.S. establishments’ annual entry rates across space

a) Manufacturing
(share of U.S. total entry)

b) Non-manufacturing
(share of U.S. total entry)

Note: The data on U.S. establishments across space used to construct this figure is from the U.S. Census,
Statistics of U.S. Business (SUSB) database, described in detail in Section 6.

Figure 4: U.S. employment across space

a) Manufacturing - (population share) b) Non-manufacturing - (population share)

c) Manufacturing share
(share of the state’s employment)

Note: The data on U.S. establishments across space used to construct this figure is from the U.S. Census,
Statistics of U.S. Business (SUSB) database, described in detail in Section 6.
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Figure 4 shows the distribution of employment in the manufacturing and non man-

ufacturing industries across U.S. states. As expected, the spatial cross-section of the

distribution of employment across firms is highly correlated with the distribution of es-

tablishments. The lower panel shows the concentration of manufacturing employment

within each states. States such as New York, Montana, Florida, and New Mexico have

a lower concentration of manufacturing employment compared to states such as Wis-

consin, Ohio, Indiana, and Mississippi.

A second observation that we emphasize is that U.S. states are not only heteroge-

neous in terms of the distribution of employment and firms, but there is also spatial

heterogeneity in the exposure to manufacturing trade, and therefore, to changes in trade

policy. To illustrate this point, Figure 5, left-hand side panel, shows imports from the

world by each state as a share of total expenditure in each state. The right-hand side

panel shows imports from China by state as a share of each state total expenditure.

Starting with the left-hand side figure, we can see that the five states that are most ex-

pose to manufacturing imports from the world are Delaware, New Jersey, Rhode Island,

New Hampshire, and Michigan. On the other hand, the five states least exposed to man-

ufacturing imports from the world are Nebraska, Oklahoma, Wyoming, South Dakota,

and Montana.

Moving to the right-hand panel of Figure 5, we observe that the five states that are

most exposed to manufacturing imports from China are California, Tennessee, Nevada,

Minnesota, and Idaho. The states least exposed to manufacturing imports from China

are South Dakota, West Virginia, Louisiana, North Dakota, and Montana.

Figure 5: U.S. trade exposure across space

a) Import penetration from the world
(share of total expenditure)

b) Import penetration from China
(share of total expenditure)

Note: The data on U.S. establishments across space used to construct this figure is from the U.S. Census,
Statistics of U.S. Business (SUSB) database, described in detail in Section 6.
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This heterogeneity across space in the distribution of employment, firms, and trade

gives rise to the question on the distributional consequences of trade policy across space.

Even when trade policy might have a positive impact on aggregate manufacturing em-

ployment and firms, where do firms locate in the United States if they decide to enter the

country? Are they going to enter in all states, are they going to concentrate in few larger

states where more employment is available, or in smaller states where entry costs might

be lower, or in states more exposed to trade? Motivated by these questions, we will also

extend our framework to add economic geography in order to study the distributional

consequences of trade policy across space.

3 A Dynamic Model of Trade and Industrial Location

In this section, we develop a dynamic general equilibrium model for trade policy anal-

ysis. Our model is guided by data presented in the previous section. We first consider

an economic environment with no internal geography. Later on we also model spatially

distinct later markets inside a country. The economic environment consists of N coun-

tries indexed by i and n, and J sectors which we label them by j and k. Time is discrete,

and we denote it by t = 0, 1, 2, .... We start by describing the problem of the household

and then set up the problem of the firms. We derive the market clearing conditions and

after doing so we define the equilibrium of the model.

3.1 Households

At t = 0, we assume that there is a mass Lnj0 of households in each location n and sector

j. Households are forward looking and, at each moment in time, decide in which labor

market to supply labor tomorrow (a costly sectoral relocation decision). We model the

dynamic labor market decision as a dynamic discrete choice problem following Artuç

et al. (2010) and CDP.

Households can be either employed or non-employed. Employed households sup-

ply a unit of labor inelastically and receive a competitive market wage, their only source

of income. At each moment in time household’s decide how to allocate consumption

over local final goods from all sectors. We assume logarithmic preferences, where the

consumption basket Cnj
t =

∏
k(c

nj,k
t )α

k
, and cnj,kt is the consumption of final goods from

sector k of a household located in n and working in sector j. We assume that
∑J

k=1 α
k =

1. The ideal local price index is given by P n
t =

∏J
k=1

(
P nk
t /αk

)αk
. Non-employed house-

holds obtain consumption in terms of non-market home production bn > 0. As a result,
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Cn,ne
t = bn, where Cn,ne

t is the consumption of a non-employed household located in n

and ne stands for non-employment status. At the end of each period households decide

where to supply labor tomorrow or to move to non-employment, a decision that is af-

fected by the expected value in each labor market, labor mobility frictions mnj,nk that

depend on the sector of origin j and destination k and idiosyncratic preference shocks

εnkt . We assume that households discount the future at rate β ≥ 0, and that εnkt are the

realization of a Type-I Extreme value distribution with zero mean and dispersion pa-

rameter ν.

The value function of a worker located in labor market nj at time t is given by

unjt = log(Cnj
t ) + max

k=ne,1,..,J

{
βEt

[
unjt+1

]
−mnj,nk + εnkt

}
.

As mentioned above, workers decide at each moment in time where to locate tomorrow.

They can move to any k = ne, 1, ..., J , where we abused notation and included in the set

of options all sectors and ne, non-employment.

Let Unj
t = Et

[
unjt+1

]
be the expected value of a household from locating in nj where

the expectations are taken over the realizations of the idiosyncratic shocks. It follows

that

Unj
t = log

(
Cnj
t

)
+ νlog

[
J∑

k=ne,1

exp
(
βUnk

t+1 −mnj,nk
)1/ν

]
. (1)

The fraction of workers that relocate from market nj to market nk is given by

µnj,nkt =
exp

(
βUnk

t+1 −mnj,nk
)1/ν∑J

h=ne,1 exp
(
βUnh

t+1 −mnj,nh
)1/ν

, (2)

and the evolution of labor across markets is given by

Lnjt+1 =
J∑

k=ne,1

µnk,njt Lnkt . (3)

3.2 Production

The production structure builds on the multi-sector with sectoral linkages commercial

policy model of Caliendo and Parro (2015) and the spatial models of Caliendo et al.

(2017) and CDP. We depart from these frameworks by introducing dynamic decisions

of firms on where to locate production as well as entry and exit decisions, and endoge-
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nous capital structure accumulation. We first describe the more standard problem of

the final good producer and then move to the dynamic decision of firms.

3.2.1 Final Goods Producer

At each location and sector, a final good producer produces a final sectoral composite

good with the following constant elasticity of substitution (CES) production function,

Qnj
t =

(
N∑
i=1

M ij
t

(
qij,njt

)(σj−1)/σj

)σj/(σj−1)

,

whereM ij
t is the number of varieties produced in location i and sector j, and σj is the

elasticity of substitution across varieties. The demand in n for sector-j goods produced

in i is given by:

qij,njt =
(
pij,njt /P nj

t

)−σj
Xnj
t /P

nj
t , (4)

where pij,njt is the price at nj of varieties produced in ij, and Xnj
t is total expenditure

in nj. The ideal sectoral price index P nj
t is then given by

P nj
t =

(
N∑
i=1

M ij
t

(
pij,njt

)1−σj

)1/(1−σj)

. (5)

The sectoral composite final good is consumed by local households and used as ma-

terials for the production of intermediate varieties.4

The price index (5) maps into the one in the new economic geography models dis-

cussed in the introduction. In what follows, we departure from them by introducing

forward looking dynamics in the number of varieties produced in each location. In par-

ticular, the evolution of firms across locations will be shaped by the dynamic decisions

of firms and workers, as well as the other mechanisms operating in our model that we

discuss in next sections.

3.2.2 Intermediate Goods Producers

As mentioned above, producers of intermediate varieties are monopolistically compet-

itive firms, which make several decisions. Inactive firms decide whether to enter or not

into a market. Active firms decide to stay active, exit, or to relocate production. All these

4While the local sectoral good is not trade it is still the case that both intermediate goods producers
and households, via the direct purchase of these local sectoral aggregate goods, are purchasing tradable
varieties.
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decisions are forward looking and subject to endogenous entry costs as well as idiosyn-

cratic shocks. Conditional on choosing a location, firms decide how much to produce

and sell in domestic and foreign markets. The production decision of the firm is influ-

enced by local and global demand, by trade costs (policy and non-policy), by the price

of local factors (labor, capital structures and materials), and by local productivity. We

describe first the static profit maximization problem of a firm that is already producing

in a given location. After that, we move to the dynamic entry/location choice and exit

decision problem.

Gross Profits Producers of intermediate varieties at locationn and sector j demand

labor lnjt , capital structures knjt and materials znj,nkt from all other sectors, k. All firms

from industry j produce with a common deterministic local fundamental productivity

anjt . The production technology to produce in nj is given by

qnjt = anjt

[(
lnjt
)1−ξn (

knjt
)ξn]γnj J∏

k=1

(
znj,nkt

)γnj,nk
,

where γnj is the share of value added in production, γnj,nk are the corresponding

input-output coefficients, and 1− ξn is the share of labor in value added. Factors of pro-

duction are supplied locally. We assume that labor is imperfectly mobile across sectors

and regions while capital structures is perfectly mobile across sectors but cannot move

across regions. We denote factor prices by wnjt for labor and rnt for capital structures.

The price of materials is given by P nk
t . From the cost minimization problem of the firm

we obtain that the unit cost of a bundle of inputs, denoted by xnjt , is given by

xnjt = Bnj
[(
wnjt
)1−ξn

(rnt )ξ
n
]γnj∏

k

(
P nk
t

)γnj,nk
, (6)

where Bnj is a constant.

Firms sell their products locally and to other markets subject to trade costs. Trade

costs have a policy and a non-policy component. The policy component are ad-valorem

revenue generating tariffs τnj,ijt , where τnj,ijt are tariffs applied from i to goods in sector

j sourced from n. The non-policy trade costs are transport costs that take the usual

iceberg-type formulation, where dnj,ij ≥ 1 is the cost of shipping goods from n to i in

industry j.

Firms maximize profits by taking into account the demand for their goods; namely

(4). Let us denote by πnj,ijt to the gross profits of a firm in sector j located in n and selling

goods to i. The problem of the firm is given by

14



πnj,ijt = max
p
nj,ij
t ≥0

{
pnj,ijt qnj,ijt

1 + τnj,ijt

− xnjt

anjt
dnj,ijqnj,ijt ; subject to (4)

}
.

The solution to this problem is the standard mill pricing,

pnj,ijt =
1

1− 1/σj

(
1 + τnj,ijt

)
dnj,ijxnjt

anjt
. (7)

Firms from industry j that locate production in n have total gross profits given by

πnjt =
N∑
i=1

πnj,ijt . (8)

from selling domestically as well as to other locations. We will sometimes refer to

πnjt as the market potential of a firm. Note the market potential is determined by local

characteristics, (factor prices), trade costs and trade policy. As we do not include fixed

costs of production we abstract from any selection of firms at entry. Instead, as it is

going to become clear below, our focus is going to be on where firms decide to produce,

and how trade policy affects the location decision of firms and in turn how this impacts

the economic environment.

Firm’s Dynamic Location Choice Our goal is to present a parsimonious model that

is able to match the key salient characteristic on firm behavior that we presented in

the previous section. We present a dynamic location choice model related to Das et al.

(2007). Our model is a simplified version of their framework where similar to them,

we explicitly model the dynamic forward looking behavior of firms; but different from

them, we focus on the decision of which location to produce and not on selection to

export.

We denote by vnjt the value of an active firm producing in sector j located in n at time

t, and by vOjt the value of a firm that is inactive. Active firms at time t have gross profits

given by πnjt from (8), and decide whether to remain producing in nj the next period or

exit. After exiting for one period, the firm can decide to locate production in any other

location. We assume that firms face idiosyncratic shocks to their future revenues each

period of time. We define V nj
t+1 ≡ Et[v

nj
t+1] , and V Oj

t+1 ≡ Et[v
Oj
t+1] to be the expected values of

a representative firm over all the possible realizations of the idiosyncratic shocks where

we denote the idiosyncratic shocks by εnjt and εOjt , and we assume firms discount the
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future by β.5 The value of a firm in nj is then given by

vnjt = πnjt +max
{
βV nj

t+1 − ε
nj
t ; βV Oj

t+1 − ε
Oj
t

}
, for all n, j.

An inactive firm has zero current payoffs but has always the option to enter into a loca-

tion the next period. Entering into a location is costly since it requires paying an entry

cost of one unit of capital structures. Firms also face idiosyncratic entry costs, εhjt . In

particular, the value of the firm is given by

vOjt = max
h={1,...,N}

{
β
(
V hj
t+1 − rht+1

)
− εhjt

}
, for all n, j.

Note that we are assuming that the entry cost is paid the next period, the period in

which the firm starts operating. Also note that in our formulation firms that are active

in a location have the option to locate into another market but that such relocation

decision is costly in terms of time (forgone profits for one period) and an entry cost.6

We assume that the idiosyncratic shocks are i.i.d. realizations from a Type-I Ex-

treme value distribution with zero mean and dispersion parameter ϑ. This assumption,

which is now standard in dynamic discrete choice literature (see Aguirregabiria and

Mira (2010)) allows for simple aggregation of idiosyncratic decisions made by firms, as

we now show.

Using the properties of the Type-I extreme value distributions (please refer to Ap-

pendix A for further details) we obtain that the value of active firms is given by

V nj
t = πnjt + ϑlog

[∑
i=O,n

exp
(
V ij
t+1

)β/ϑ]
, for all n, j, (9)

and the value of inactive firms is given by

V Oj
t = 0 + ϑlog

[
N∑
i=1

exp
(
V ij
t+1 − rit+1

)β/ϑ]
, for all j. (10)

5The idiosyncratic shocks can be thought to be in utils of entrepreneurs who own the firms and maxi-
mize linear utility over profits.

6An alternative formulation could be to allow firms to move to another market directly without the
cost associated of not operating for a period. While it is no clear that adding this possibility might make
the model more realistic it is clear that we would loose in terms of tractability. Ultimately, the choice
between moving directly to another market after paying a cost or spending a period out of the market
before entering involves choosing between similar, albeit perhaps not ideal, simplifying assumptions.
When we take the model to the data it is going to become quite evident that the approach that we take
allows us to match the aggregate firm data while at the same time been agnostic about idiosyncratic firm
behavior.
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Equation (9) indicates that the value of an active firm depends on its current-period

gross profits in that location and on the option value to stay or move out of the market

in the future. In turn, note that the value of inactivity, equation (10), is not zero since

it provides the option value for the firm to produce in other locations, subject to entry

costs.

We now solve for the firm location choice probabilities. We denote by ϕnj,njt the frac-

tion of firms located at nj that decides to continue producing at nj tomorrow. Using

properties of the Type-I extreme value distribution (please refer to Appendix A) we ob-

tain,

ϕnj,njt =
exp

(
V nj
t+1

)β/ϑ∑
i=O,n exp

(
V ij
t+1

)β/ϑ , for all n, j. (11)

It follows that the fraction of firms that exit nj is given by ϕnj,Ojt = 1−ϕnj,njt .Note that

(11) is very intuitive. The larger the value of producing in nj relative to exiting, the larger

the share of firms that decide to remain producing in nj. Also note that since the value

of exit depends on the future values of producing across all locations (equation 10), the

more attractive it becomes to produce in a given location the larger the share of firms

that would like to exit and produce in the attractive location. For instance, suppose that

the value to produce in market n′ goes up (or the price of capital structures in n′ falls)

then, other things equal, a higher fraction of firms will choose to exit n in order to locate

to market n′.7

Using a similar notation, we denote to the fraction of inactive firms that locate pro-

duction in nj at time t, ϕOj,njt . This is given by

ϕOj,njt =
exp

(
V nj
t+1 − rnt+1

)β/ϑ∑N
i=1 exp

(
V ij
t+1 − rit+1

)β/ϑ , for all n, j. (12)

Analogous to the previous example, from (12) we can see that if the value of produc-

ing in location n′ goes up (or the price of capital structures in h falls) then, other things

7In particular, note that if we substitute (10) into ϕnj,Ojt , we obtain

ϕnj,Ojt =

(∑N
n′=1 exp

(
V n

′j
t+2 − rn

′

t+2

)β/ϑ)β
∑
i=O,n exp

(
V ijt+1

)β/ϑ ,

and, as we can see, ϕnj,Ojt is impacted by changes economic circumstances in all other locations.
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equal, there is a higher fraction of firms that choose to locate in n′.8 Of course, in gen-

eral equilibrium, how economic circumstances affect the location decision of firms to

move to h will also depend on how the value to produce at each other location is also

impacted by the shock, or change in policy, in h. Characterizing and quantifying the

effect that trade policy has in this location decisions is one of our main focus in the next

sections of the paper.

Finally, we can determine the evolution of the mass of operating firms across mar-

kets. Denote by MOj
t the mass of inactive firms at time t, then using the location choice

probabilities we obtain

Mnj
t+1 = Mnj

t ϕ
nj,nj
t +MOj

t ϕOj,njt , for all n, j, (13)

MOj
t+1 =

N∑
i=1

M ij
t ϕ

ij,Oj
t , for all j. (14)

The equilibrium conditions (13) and (14) characterize the evolution of the distribu-

tion of firms across all markets in our economy. This is one of the state variables of the

model.

It is important to emphasize that after aggregating over the idiosyncratic shocks the

model has no predictions over individual firm behavior. Instead, we model the behavior

of representative firms across locations. In addition, while we refer to entry and exit of

firms throughout the paper, we could have also talked about entry and exit of establish-

ments. In fact, until we do not specify the ownership structure of firms, the equilibrium

conditions Mnj
t and MOj

t could characterize the distribution of firms and/or establish-

ments across locations. Later on we describe how we allocate profits globally in order to

be consistent with the aggregate data and in a way that allows us not to take a stand on

the ownership structure of firms. We now proceed to describe the rest of the production

side of the economy.

8More formally, note that

∂ϕnj,Ojt

∂(V n
′j

t+2 − rn
′
t+2)

=
β2

ϑ
ϕnj,njt ϕnj,Ojt ϕOj,n

′j
t+1 > 0,

and this reflects that all locations will experience larger relocation effects to market n′ the more attractive
the market becomes. Also, that the relocation elasticity crucially depends on the share of firms that stay,
namely ϕnj,njt .
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3.2.3 Development of Capital Structures

Capital structure in the economy is used as an input in the production of intermediate

goods and by firms in order to start producing in a location. Adding an endogenous

capital accumulation behavior into a multi country and spatial model is, in general, a

difficult task because it requires characterizing the forward looking investment deci-

sion of agents across all markets. Since this is quite unexplored territory, we consider

two approaches to model the development of capital structures. In the first approach,

we consider an environment where there is one landowner that does not have the tech-

nology to develop structures. In order to build structures, the landowner rents the land

to developers (with free entry) using a one period contract. We will see that the presence

of a one period contract makes the problem tractable. This model is the model we refer

to as: Landowners and Developers. After presenting this model of capital structures,

we then present a model where there are an infinite number of landowners and each of

them owning a unit of land. Each landowner solves a dynamic programming problem

where she has to decide how to improve their land, build capital structures, in order to

obtain income at each moment in time an in that way consume local goods. This model

we refer to as: Landowners as Developers.

Landowners and Developers

We assume that at each location there is local rentier or capitalist that owns the land

(Hn) and capital structures (Kn
t ) in that location. Capital structures can be taught as the

local improvements to land. We assume that capital structures depreciate at a rate δ,

but new capital structures can be developed. Capitalists do not produce capital, they

rent their capital and land to developers that use them to produce new capital struc-

tures and rent to firms. We assume that there is an infinite mass of developers that can

freely enter into the production of capital structures per unit of land. Developers pay

a permit $n
t to develop new structures at n in period t and we assume that the price

of the permit is set in a competitive bidding process. This idea builds on Desmet and

Rossi-Hansberg (2014), Desmet et al. (2016), and Allen and Donaldson (2018). This as-

sumption implies that the capitalist has Ricardian rents, namely that it obtains all the

surplus and the developer makes zero profits. As a result, the developer solves a static

problem to determine the demand of factors to build new structures.9

9Three key assumptions determine that the solution to the dynamic problem is the solution of the
static problem. First, that the contract that the landowner gives to developers are for one period. Second,
that there is an infinite mass of developers that bid up to the point in which they make zero profits and
third, that the landowners do not develop their land.
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The problem of the developer is to demand local labor and together with the local

stock of structures to produce new structures. Since this looks pretty much as a con-

struction sector, we will label this sector as the “construction” sector and use the nota-

tion co to refer to it. The problem of the developer is as follows,

V n,co
t ≡ max

l
n,co
t ≥0

{rnt knt − w
n,co
t ln,cot −$n

t } subject to knt =
(
(1− δ) knt−1

)κn
(ln,cot )1−κn , knt−1 given,

where knt−1, l
n,co
t are capital structures and labor demand per unit of land, wn,cot is

wages paid to workers in the construction sector, κn is the share of labor used in the

production of capital structures. From the first order conditions of this problem and

after aggregating across all developers in a given location n, we obtain that the labor

market clearing condition in the construction sector is given by

wn,cot Ln,cot = (1− κn) rntK
n
t , (15)

whereLn,cot is the supply of construction workers. The construction sector is one sec-

tor more in the economy. The flow of workers into the construction sector is determined

by (2) and labor supply evolves as in (3).

The aggregate law of motion of capital structures in each economy is given by

Kn
t =

(
Kn
t−1 (1− δ)

)κn
(Ln,cot )1−κn , (16)

which turns out to be the same formulation for the law of motion of capital accumu-

lation as in Lucas and Prescott (1971), and Hercowitz and Sampson (1991).

We now present and alternative model where landowners develop capital structures.

Landowners as Developers

Suppose we allow landowners to also develop. In particular, suppose that each landowner

owns a unit of land and that at each moment in time needs to hire construction workers

to develop capital structures. The technology at time t to produce structures for t + 1 is

given by,

knt+1 = T nt (ln,cot )1−κn ,

where the technology to build capital structures is a function of a fundamental produc-

tivity T nt that varies across locations and time, and has constant returns to scale between

labor and land.
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The landowner consumes at each moment in time cnt goods. The landowner has in-

come from renting capital structures to the firms. At each moment in time the landowner

has profits equal to

πn,cot = rnt k
n
t − w

n,co
t ln,cot

where rnt k
n
t is the income and wn,cot ln,cot is the cost to develop structures for tomorrow.

We assume the landowners have log utility. The recursive problem of the landowner is

given by

V n,co
t (knt ) = log

(
πn,cot

P n
t

)
+ βV n,co

t+1

(
knt+1

)
s.t. πn,cot =rnt k

n
t -wn.cot

(
knt+1/T

n
t

) 1
1−κn

A more compact expression for the Bellman is given by

V n,co
t (knt ) = log

rnt knt − wn.cot

(
knt+1/T

n
t

) 1
1−κn

P n
t

+ βV n,co
t+1

(
knt+1

)
.

From the first order conditions and the envelope condition and after combining both

expression we obtain the Euler equation (a second order non-linear equation of capital

structures), namely

wn.cot

(
knt+1/T

n
t

) 1
1−κn

rnt k
n
t − wn.cot

(
knt+1/T

n
t

) 1
1−κn

=
β (1− κn) rnt+1k

n
t+1

rnt+1k
n
t+1 − wn.cot+1

(
knt+2/T

n
t+1

) 1
1−κn

.

The solution to this difference equation has a closed form solution and it is given by

knt+1 = T nt

(
β (1− κn)

rnt
wn.cot

knt

)(1−κn)

.

Note that in this model the landowner is forward-looking and the solution to the

optimal capital structures accumulation is Markovian. Namely, it depends on the rela-

tive price of capital structures and wages and on the capital structures build one period

before.

Discussion

We have presented two models for endogenous capital structure accumulation. Both

models are tractable and can easily be taken to the data. In this version of the paper

we have computed all the effects using the model “Landowners and Developers”. The

results of the model with “Landowners as Developers” are in progress.
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3.3 Aggregation and Market Clearing

We denote by λnj,ijt to the aggregate bilateral expenditure shares of goods purchased by
ij from nj.Using (4), (5), and (7) we obtain the following bilateral trade gravity equation

λnj,ijt =
Mnj
t

(
anjt

)σj−1 ((
1 + τnj,ijt

)
dnj,ijxnjt

)1−σj

∑
hM

hj
t

(
ahjt

)σj−1 ((
1 + τhj,ijt

)
dhj,ijxhjt

)1−σj . (17)

We now solve for the total expenditure in a given sector j and location n. In doing so,

we need take a stand on the ownership of firms across countries, and on how tariff rev-

enues are spent in the economy. We assume that tariff revenues are spent in local goods,

that is, the revenues generated in location n are spent by the local government on goods

produced in that location. In terms of the ownership of firms, we assume that profits

generated from producing in each labor market nj are sent to a global portfolio χt; that

is, χt =
∑N

i=1

∑J
k=1M

ik
t π

ik
t . The capitalist at each location is the owner of a fraction ιn of

the global profits and uses this income, together with the income from land and capital

structures,$n
tH

n, to consume local goods and to finance the entry of firms.10 Therefore,

total income in country n is given by

Int =
J∑

j=co,1

wnjt L
nj
t + ιnχt +$n

tH
n − rnt

J∑
j=1

MOj
t−1ϕ

Oj,nj
t−1 +

J∑
j=1

τ ij,njt

1 + τ ij,njt

λij,njt Xnj
t .

The first term on the right-hand side of this equation represents the income of the

workers (payment to labor across all sectors, including the construction sector), the sec-

ond term is the income transferred from the global portfolio to the local capitalist, the

third term is the local surplus of the capitalist, the fourth term is entry cost of new firms,

and the last term are the tariff revenues generated in location n. Using the zero-profit

condition for the capital structure developer we can re-express income as

Int =
J∑
j=1

wnjt L
nj
t + rntK

n
t − rnt

J∑
j=1

MOj
t−1ϕ

Oj,nj
t−1 + ιnχt +

J∑
j=1

τ ij,njt

1 + τ ij,njt

λij,njt Xnj
t , for all n. (18)

The total expenditure on goods in sector j and location n is given by the expenditure

10Differences between the remittances to the global portfolio, and transfers from the global portfo-
lio generate trade imbalances. We will discipline ιn to match the observed imbalances in the data. See
Caliendo et al. (2017) and Caliendo et al. (2019) for a discussion of using this type of transfers to generate
trade imbalances.
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on materials from firms across all other sectors and for consumption, namely

Xnj
t =

N∑
k=1

γnk,nj
N∑
i=1

(1− 1/σk)

1 + τnk,ikt

λnk,ikt X ik
t + αjInt , for all n, j, (19)

where the first term is the demand for sector j intermediate goods from all sectors,

and
∑N

i=1
(1−1/σk)

1+τnk,ikt

λnk,ikt X ik
t is the value of gross output in sector k and location n; that is,

total sells net of tariffs and markups.

The labor market clearing conditions for the productive sectors (other than the con-

struction sector) is given by

wnjt L
nj
t = (1− ξn)γnj

N∑
i=1

(1− 1/σj)

1 + τnj,ijt

λnj,ijt X ij
t , for all n, j, (20)

and the market clearing condition for the capital structures is given by

rntK
n
t = ξn

J∑
j=1

γnj
N∑
i=1

(1− 1/σj)

1 + τnj,ijt

λnj,ijt X ij
t + rnt

J∑
j=1

MOj
t−1ϕ

Oj,nj
t−1 , (21)

where the first term represents the demand for capital to produce intermediate goods

and the second term represents the demand for capital to start producing in location n

across all sectors.

3.4 Equilibrium

The exogenous state of the economy is determined by the set of constant and time-

varying fundamentals Θt =
{
dnj,ij,mnj,ik, anjt

}N,J
n,1=1;j,k=1

. Namely, bilateral non-tariff (ice-

berg) trade costs, mobility costs, and productivity across countries and sectors. We de-

fine by Υt ≡
{
τnj,ijt

}
N,J
n,i=1;j=1 the set of commercial policies across countries. The endoge-

nous state variables of the economy at any point in time t are given by the distribution of

labor across all countries and industries Lt =
{
Lnjt
}
N,J
n=1;j=co,1, the distribution of firms,

active and inactive, Mt =
{
Mnj

t ,M
Oj
t

}
N,J
n=1;j=1 , and the distribution of capital structures

Kt = {Kn
t }

N
n=1.

Let us define the equilibrium migration flows at time t by µt =
{
µnj,ikt

}N,J
n,i=1;j,k=ne,co,1

,

the equilibrium firm transition rates at time t by ϕt =
{
ϕnj,njt , ϕnj,Ojt , ϕOj,ijt

}N,J
n,i=1;j=1

, the

value function for the firms by Vt =
{
V nj
t

}N,J
n=O,1;j=1

, the value function for the work-

ers by Ut =
{
Unj
t

}N,J
n=1;j=ne,1

, equilibrium wages by wt =
{
wnjt
}N,J
n=1,j=1

, rental rates by
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rt = {rnt }
N
n=1, aggregate and bilateral expenditures Xt =

{
Xnj,ij
t

}N,J
n,i=1;j=1

where Xnj,ij
t

is the expenditure of goods by ij on goods produced by nj, that is Xnj,ij
t = λnj,ijt X ij

t , and

prices by Pt = {P n
t }

N
n=1, where P n

t is the ideal local price index in n. We now define the

sequential competitive equilibrium of the model given a sequence of fundamentals and

policies:11

Definition 1. Given an initial allocation of labor, firms, and capital structures (L0, K0,M0),

a sequence of fundamentals {Θt}∞t=0, and a sequence of policies {Υt}∞t=0, a sequential

competitive equilibrium of the model is a sequence {Lt, µt, Kt,Mt, ϕt, Vt, Ut, wt, rt, Pt}∞t=0

that solves the households’ dynamic problem, (1-3), the firms dynamic problem, (9-14),

the problem of capital structure developers, (15, 16), the static sub-problems of the house-

holds and producers at each t, using equilibrium conditions (5, 6, 7, 17, 18, 19) and factor

markets clear, equations (20), and (21).

After defining the equilibrium, we now proceed to take the model to the data.

4 Solving and Taking the Model to the Data

We use our quantitative model to quantify the effects of a change to trade policy. Instead

of solving the model in levels and directly estimating the set of unobservable fundamen-

tals to compute the model, we follow CDP and use the dynamic hat algebra (hence-

forth DHA), which refers to the idea of solving for a counterfactual economy with policy

changes relative to a baseline economy. The DHA requires to condition on the initial

observable allocations of the economy that will contain the information on unobserv-

able fundamentals, and therefore, we describe in next section the different data sources

used to obtain the data needed to compute the model

We apply the method to study the effects from a change in trade policy relative to

a baseline economy. Our initial period is the year 2015, and we solve for a baseline

economy with constant, fundamentals going forward. As described with more detail

later on, since we condition the actual observable allocations, we do not need to assume

that the economy is in steady state at the initial period.

11Kucheryavyy, Lyn, and Rodriguez-Clare (2019) study the theoretical properties of multi sector models
with Marshellian externalities and show the presence of corner solutions. In our model, regions have the
potential to fully specialize in the production of non-tradable sectors. However, for the set of parameters
and policies that we studied we do not find specialized equilibria.
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Our model presents two main additional features compared to CDP; a dynamic firm

location decision, and the endogenous accumulation of capital structures. We now pro-

ceed to show how to compute our model in relative changes, and for the sake of brevity,

focus on how to apply the main propositions in CDP to our model. In particular, we

first show how to solve for the baseline economy and then, given a sequence of coun-

terfactual changes in trade policy and the baseline economy, we show how to solve for

counterfactuals relative to the baseline economy. We relegate to Appendix B the deriva-

tions and proofs.

4.1 Solving the Model

Our goal is to solve the model and characterize the effects from a change in policy; i.e.

the effects of changes in policy from {Υt}∞t=0 → {Υ ′t}∞t=0 where the ’prime’ notation refers

to a counterfactual variable. We use the ’dot’ notation to refer to variables that are in

relative time changes; for instance ẏt+1 ≡ yt+1/yt. We use the ’hat’ notation for relative

time differences of the variables; namely ŷt+1 ≡ ẏ′t+1/ẏt+1. To simplify even further the

notation, we define vnjt = exp(V nj
t ), π̃njt = exp(πnjt ), and r̃it+1 = exp(rit+1). Using this

notation, we now proceed to describe the proposition that shows how to compute the

baseline economy.

Proposition 1. Given an initial allocation of the economy, {L0,M0, K0, µ−1, ϕ−1, X0} and

elasticities (ν, ϑ, σ, β), solving for the baseline economy with constant fundamentals does

not require the level of the fundamentals.

The proof of Proposition 1 is relegated to Appendix B where we present all the equi-

librium conditions in changes. Proposition 1 shows how we can use data and elastici-

ties to solve for a baseline economy. In what follows we show how to solve the model

to study the effects of a change in policy. In particular, our strategy is to compute the

effects, across industries, regions and countries, of a change in tariffs relative to the

baseline, year 2015, economy. Our goal is to quantify the firm location effects as well as

the welfare effects of the change in trade policy. We study several policies, but we will

mostly focus on a unilateral change in tariffs with and without retaliation from trading

partners.

Denote by Υ̂ =
{
Υ̂t

}∞
t=0

to the change in tariff policy that we want to study. Recall

that the ’hat’ notation means in this case the change over time of the new set of tariffs

relative to the change over time of the baseline set of tariff policy. The next Proposition

shows how to solve the economy under the new set of tariffs.
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Proposition 2. Take as given a baseline economy, {Lt,Mt, Kt, µt−1, ϕt−1, Xt} for all t. Solv-

ing for the effects of a change in policy Υ̂ , namely
{
L̂t, M̂t, K̂t, µ̂t−1, ϕ̂t−1, X̂t

}
, does not

require the level of the fundamentals.

Proposition 2 shows how to compute the effects of a change in policy relative to the

baseline economy. The intuition of this proposition is that solving the model in relative

changes is similar to a structural difference in difference between the economy with

the change in policy and the baseline economy. As a result, we obtain the effects of

the change in tariffs by differentiating out everything that remains common across both

economies, that is, the unobservable set of fundamentals.

We now proceed to describe the data we use to compute the baseline economy using

Proposition 1. After that, in the next section, we apply the results of Proposition 2 to

quantity the effects of several policy changes. In Appendix C we present the algorithm

that we implement to solve for the baseline economy and the solution to Proposition 2.

4.2 Taking the Model to the Data

We take the quantitative model to a world with 39 countries, including a constructed

Rest of the World (ROW) and three productive industries; Manufacturing, Wholesale

and Retail, and Services, and the Construction sector that we use to discipline the pro-

duction of new structures described in Section 3.2.3. As described in the previous sec-

tion, computing the model in time differences require to condition on observable initial

allocations. We take the years 2014-2015 as the initial period in our model, and proceed

to use data for the observable initial allocations and exogenous parameters needed to

compute the model. A period in our analysis is a year.

Concretely, the observables initial allocations are given by the sectoral bilateral trade

flows, λnj,ijt across countries; total expenditure by sector and country Xnj
t , payment to

labor and capital wnjt L
nj
t , and the stock of capital and rental rates across countries Kn

t ,

and rnt . We also need to construct the initial distribution of employment in the United

States Lnjt , the labor mobility rates across sectors µnj,nkt in the United States, the sectoral

distribution of active firms in the Unite States and other countries Mnj
t and the mass

of inactive firms across sectors MOj
t . Finally, we need to compute the probability that

an active firm will remain active in each sector and country ϕnj,njt , the probability that

active firms exit a given location ϕnj,Ojt , and the transition rate for firms that are inactive

ϕOj,njt .

In terms of the observable exogenous parameters, we need to compute the shares of

value added in gross output γnj , across sectors and countries, the input-output coeffi-
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cients γnj,nk, the shares of labor in value added ξn, the share of labor in the production

of new structures κn, and the consumption shares αj , and the ownership of profits ιn.

Finally we also obtain the set of bilateral tariffs τnj,ij and estimates for the value of

the elasticities ϑ,ν,σj , β.

Some of the data needed to compute the model is readily available from standard

databases, while other it is not. In what follows we briefly mention the main data sources,

and relegate further details of the data to Appendix D.

Trade and Production Data We obtain bilateral trade flows across countries from the

World Input-Output Database (WIOD).12 Production data to discipline the productions

functions, namely the share of value added in gross output, γnj , and the input-output

coefficients γnj,nk, are also obtained from the WIOD. The share of labor in value added ξn

for the United States is constructed using data on labor compensation and value added

from the BEA. For the other countries these data are obtained from the OECD STAN

database. The share of labor in the production of new structures 1 − κn is constructed

as the share of labor in gross output in the construction sector. For the U.S. states we

construct this parameter using labor compensation and gross output data from the BEA,

for the rest of the countries we use the equivalent data from the OECD STAN database.

The Initial Distribution of Firms and Location Choice Probabilities We obtain the

mass of active firms Mnj
t across sectors in the United States and for other countries in

our sample from different data sources. For the U.S. states, the number of active firms is

obtained from the U.S. Census, Statistics of U.S. Business (SUSB) database. We use the

year 2015 as the reference year, and for each sector we compute the number of estab-

lishments, which is the corresponding Mnj
t in our model. For the rest of the countries,

except for China, we compute Mnj
t as the number of active enterprises reported in the

OECD Structural and Demographic Business Statistics (SDBS). Similar to the U.S. data,

we use 2015 as the reference year. For China, we obtain the data the number of active

firms across sectors from the China’s National Bureau of Statistics. For the ROW, data on

mass of firms is not available, thus we simply assume that the mass of firms in the ROW

relative to the total mass of firms in our sample is similar to its relative GDP.

The U.S. Census data and the OECD firms demographic database also report the

number of firm births and deaths that we also use to discipline our quantitative model.

In particular, we compute the initial probability of exiting a location for an active firm

in a given sector ϕnj,Ojt as the number of deaths over the total number of active firms

12Please refer to Timmer et al. (2015) and Timmer et al. (2016) for further details.
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in that sector and location. Consequently, the initial probability of staying in a location

for a firm in a given sector is computed as ϕnj,njt = 1 − ϕnj,Ojt . Finally, we also need to

discipline the mass of inactive firmsMOj
t , and the probability of entry to a given location

for an inactive firm ϕOj,njt .Our model implies that inactive firms keep that status for one

period only, which allow us to discipline the initial entry rates in each location ϕOj,njt as

the ratio of firm births in each location over the total births in the world. Consequently,

the number of inactive firms in each sector MOj
t is computed as the number of deaths

in the initial period in that sector.

Below we present some basic statistics and figures on the distribution of firms. Table

1 shows how the aggregate U.S. mass of firms compares with other selected countries

across industries.

Table 1: Mass of Firms Mnj
t (2015, thousand)

Manufacturing Services Wholesale and Retail
United States 274.8 4,567.8 1,377.6

U.K. 146.9 1,750.6 412.1
France 255.5 2,685.7 887.9

Germany 241.8 2,105.4 638.9
Spain 185.1 1,978.7 412.1

Source: OECD - SDBS.

Capital Stocks and Rental Rates The stock of capital for each country Kn
t is obtained

from the Penn World Tables 9.1. We then compute the payment to capital rntK
n
t using

data from the BEA for the United States, and from the OECD-STAN database for other

countries, and recover the rental rates across countries as rnt = rntK
n
t /K

n
t . Our com-

puted rental rates are heterogeneous across countries and in the order of magnitude of

10 percent.

Employment and Mobility Rates Across U.S. Labor Markets The initial distribution

of employment across sectors in the United States, Lnjt , is obtained from the BEA. We

construct the mobility across sectors, using information from the Current Population

Survey (CPS) to compute intersectoral mobility as in Caliendo et al. (2019), computing

the transition rates for the year 2007. Unfortunately we do not have information on

labor mobility rates across countries and across sectors within all other countries in

our sample. As a result, we assume for all other countries that labor can freely move

across sectors. Hence, the labor market clearing condition for countries other than the

United States is such that wages equalized across all sectors, including the construction
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sector that demands labor to build new structures. Hence, for these countries the labor

market clearing condition is given by wnt L
n
t = (1 − ξn)

∑J
j=1 γ

nj
∑N

i=1
(1−1/σj)

1+τnj,ijt

λnj,ijt X ij
t +

(1− κn)rntK
n
t for all n other than the United States.

Bilateral tariffs Bilateral tariffs for the manufacturing sectors across countries are ob-

tained for the year 2016 from the World Integrated Trade Solution (WITS). Even when

our initial allocation are computed for the year 2015 (or 2014), we decided to use the

most updated state of trade policy to perform our quantitative exercises, and that is the

reason why we collected the tariff data for the year 2016.

Elasticities We need estimates for the values of the elasticities of the model, ϑ, ν,σj , β.

Given the annual frequency of our model, we set the discount factor to β = 0.97. For the

trade elasticity, we use σj = 4 for all j, which is a central value in the range of estimates

used in the international trade literature (Head and Mayer (2014)). The dispersion of

idiosyncratic shocks for households, ν, can be mapped in to the labor market dynamic

model in Caliendo et al. (2019), with the difference that Caliendo et al. (2019) estimate

a quarterly model. Hence, we re-estimate ν following Artuç et al. (2010) at an annual

frequency and obtain a value of ν = 2.02.We postpone the description of the estimation

of the dispersion of idiosyncratic shocks for firms ϑ, since we use our structural model

with economic geography to estimate this elasticity. The estimation gives us a value

ϑ = 14.1.

Finally, we calibrate the ownership structure of global profits ιn to match the ob-

served trade imbalances across countries at the initial period, and obtain the final ex-

penditure shares αj with the data in final consumption from WIOD (see Appendix D for

details).

4.3 The Baseline Economy

After taking the model to the year 2015, we compute the model given the fundamentals

at that year and constant fundamentals forward, namely we answer the question: how

would manufacturing employment and firms evolve in the United States in the absence

of any changes to trade policy and other fundamentals. Figure 6 presents the evolution

of manufacturing establishments (panel a) and manufacturing employment (panel b)

in the United States in the baseline economy. In line with the actual evolution of manu-

facturing firms described in Section 2, in the absence of changes to trade policy, there is

a decline in U.S. manufacturing firms and manufacturing employment. In the baseline
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economy, manufacturing employment experiences an increase in the few years after

the initial year 2015. We now turn to quantify the effects of trade policy on manufac-

turing employment and firms, and its welfare consequences. In particular, in the next

section we use our quantitative framework applied to the 2018 tariff changes between

the United States and some of its trading partners to answer questions such as: does in-

creased trade protectionism have a positive impact on manufacturing employment and

on firm’s entry? Even if it does, is it able to revert this observed decline in manufacturing

employment and firms?, if so, does it come at a welfare cost?

Figure 6: Evolution of U.S. manufacturing employment and firms in the Baseline Econ-
omy
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Note: The left-hand panel presents the evolution of number of establishments in the manufacturing sec-
tor in the United States in the baseline economy. The right-hand side panel presents the evolution of
manufacturing employment in the United States in the baseline economy.

5 The Effects of Commercial Policy on Firms and Employ-

ment

In this section, we quantify the effects of the 2018 trade war on manufacturing firms,

employment and welfare. We first describe our measure of tariff changes as a conse-

quence of 2018 changes to trade policy, and we then apply our quantitative framework

to quantify the effects of the trade war.

5.1 Changes in Trade Protectionism in 2018

The 2018 trade war between the United States and other countries resulted in increases

in tariffs applied between the United States and specific countries, most notably China,

to specific products. Since our framework is at the level of aggregation of the whole
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manufacturing sector, we need to compute the exposure of the manufacturing sector to

this change in trade policy. To do so, we start by obtaining the changes in tariffs on U.S.

imports and exports in 2018 due to the 2018 trade war collected by Fajgelbaum et al.

(2019). The data contain information on the tariffs changes applied to U.S. imports for

each targeted product at the HS-10 digit classification. It also details the tariffs applied

to China, and the tariffs that were increased unilaterally by the U.S. (with exceptions

applied to a few countries). The data also contains the tariff increases applied by China

and other retaliating countries to imports from the United States, at the HS-8 digit level

of desegregation.

To compute the exposure of the manufacturing sector to these tariff increases, we

converted the HS codes to ISIC-rev4 industry classification codes using standard con-

cordance tables. We then use the imports by the United States from China, and from

the World, and imports by the retaliating countries from the United States at the ISI-

rev4 level for the year 2017 to construct the weight of each tariff targeted in total im-

ports. Finally, we apply these weights to compute the changes in tariffs applied between

the United States and other countries in the aggregate manufacturing sector. In other

words, our measure of the change in tariffs applied by country i to country n in the man-

ufacturing sector is given by

4τ in =
∑
p

X in,p

X in
4τ in,p

where4τ in,p is the change in tariff applied by country i to country n to the product p at

the HS code level, X in,p/X in is the share of imports of product p in total manufacturing

imports by country i after concording to the ISIC-rev4 classification.

Table 3 shows the equivalent changes in tariffs to the manufacturing sector applied

by the U.S. to China and the world, as well as the retaliatory tariffs.

5.2 The Aggregate Effects of the 2018 U.S. Trade Policy Change

In this section we quantify the effects of the increase in trade protectionism as a con-

sequence of the increase in tariffs applied between the United States and some of its

trading partners in 2018. Figure 7 presents the evolution of the U.S. manufacturing es-

tablishments and employment in the baseline economy and in the counterfactual econ-

omy with the 2018 trade war. The first message that emerges from our results is that the

increase in trade protectionism has a positive effect on the number of manufacturing

firms and on the manufacturing employment in the United States. However, even more
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Table 2: Changes in tariffs applied to the manufacturing sector during the 2018 trade
war

Changes in tariffs applied by the United States to:
China 7.68%
Rest of the World 0.67%

Changes in Retaliatory tariffs applied to the United States by:
China 9.17%
European Union 0.68%
Canada 1.13%
Mexico 0.74%
Turkey 2.31%

Note: This table shows equivalent changes in tariffs applied between the United States and other coun-
tries to the manufacturing sector as a consequence of the 2018 trade war.

importantly, one of the main results that we highlight is that the 2018 change in trade

policy does not revert the declining trend in manufacturing employment and firms in

the absence of changes to other fundamentals. Does this conclusion change if China

and other other countries had not retaliated?

Figure 7: Effects of the 2018 trade war on U.S. manufacturing employment and firms
Panel (a)

0 10 20 30 40 50 60
Time (years)

2.3

2.4

2.5

2.6

2.7

2.8

N
um

be
r

105 U.S. manufacturing firms (number)

Baseline Economy
Trade War

Panel (b)

0 10 20 30 40 50 60
Time (years)

8.6

8.8

9

9.2

9.4

9.6

9.8

P
er

ce
nt

U.S. manufacturing employment (population share)

Baseline Economy
Trade War

Note: The left-hand panel presents the evolution of number of establishments in the manufacturing sec-
tor in the United States in the baseline economy and in the counterfactual economy. The right-hand side
panel presents the evolution of manufacturing employment in the United States in the baseline economy
and in the counterfactual economy. The counterfactual economy computes the effects of the changes to
trade policy as a consequence of the 2018 trade war.

Figure 8 shows the effects of the increase in tariffs applied by the United States if

the other countries had not retaliated. As we can see from the figure, even when the

positive effects of the tariff changes on manufacturing employment and firms are larger,

we still find that they do not revert the decline in manufacturing employment and firms

computed in the baseline economy.
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Figure 8: Effects on U.S. manufacturing employment and firms with no retaliation
Panel (a)
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Note: The left-hand panel presents the evolution of number of establishments in the manufacturing sec-
tor in the United States in the baseline economy and in the counterfactual economy. The right-hand side
panel presents the evolution of manufacturing employment in the United States in the baseline economy
and in the counterfactual economy. The counterfactual economy computes the effects of the changes in
tariffs applied by the United States to other countries as a consequence of the 2018 trade war.

In terms of the magnitude of these effects, Table 3 summarizes the long run ef-

fects on allocations and welfare from the 2018 trade war, as well as the effects had

the other countries would have not retaliated. We find that the 2018 increase in trade

protectionism results in an increase in manufacturing employment of 0.06 percentage

points. The increase in manufacturing employment is partially offset by a decline in

non-manufacturing employment, and as a result, we find that total employment in-

creases by 0.02 percentage points. We find that U.S. manufacturing firms increase by

1.81% and the total number of U.S. firms increases by 0.42% in the long run. We find

that the trade war also has some positive effects on the number of non-manufacturing

firms, as the better access to local intermediate goods from the manufacturing sector

incentives the entry of non-manufacturing firms.

The last three rows in the table show welfare measures. We find that the 2018 trade

war resulted in welfare losses for the households of 0.18%, which is measured as the

change in consumption equivalent. We also compute the change in real income com-

puted as the present discounted value of nominal income that includes the payments

to all factors, tariff revenues, and profit shifting, deflated by the price index. We find

that real income declines by a similar (but not equal) magnitude of 0.18%. Finally, we

find that the U.S. price index increases by 1.18%. The positive effect on the price index

reflects two offsetting forces. On the one hand, prices are higher as a consequence of

the tariff increases. On the other hand, the firms’ entry in the U.S. result a more goods

available at zero trade costs, which reduces the price index. We find that the positive

location effect of firms in the U.S. is not big enough to more than offset the price ef-
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Table 3: Long run effects of the 2018 trade war in the United States
2018 trade war without retaliation

Change in manufacturing employment 0.06 ppt 0.15 ppt
Change in total employment 0.02 ppt 0.26 ppt
Change in manufacturing firms 1.81% 3.19%
Change in total firms 0.42% 0.75%
Change in household’s consumption equivalent -0.18% 0.06%
Change in real income -0.18% 0.10%
Change in price index 1.18% 1.21%

Note: This table shows the allocation and welfare effects as a consequence of the 2018 trade war, with and
without retaliation.

fect of higher tariffs, and the price index increases as a result. If the other countries had

not retaliated, as expected, we find larger effects on firms’ entry an employment in the

United States. Notably, we find that households would have been slightly better off and

the real income would have increased.

6 Taking the Economic Geography Model to the Data

We now take the quantitative model to a world with 39 countries, including a con-

structed Rest of the World (ROW), 50 U.S. states, three productive industries; Manu-

facturing, Wholesale and Retail, and Services, and the Construction.

The economic geography model extends the model we presented before by allowing

the U.S. economy to have several spatially distinct labor markets. We extend the nota-

tion and now n,and i are used to represent a country or a region inside the U.S. Each

region in the U.S. trades with all other regions and countries in the world. We assume

that trade policy only affects trade across countries and from a region to a country and

there is not trade policy across regions in the U.S., namely that τnj,ijt = 0 when n and i are

locations in the same country. We also extend the decision for workers to move across

labor markets and for firms to move across space as well. Regarding tariff revenue, we

make same the assumption as before but applied to regions. Namely, we assume that

tariff revenues are spent in local (regional) goods, that is, the revenues generated in lo-

cation n are spent by the local government on goods produced in that location. Further-

more, we assume that profits generated from producing in each labor market nj are sent

to the global portfolio χt and with this we match the trade imbalances at each location

in the U.S. and the world. Finally, we assume that in each region of the U.S. there is a

landowner and developers solving the same problem as we we solved before but not at
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the regional level. Of course, taking this model to the data requires additional and more

granular data. We now describe the data and steps we have taken to take the model to

the data. Appendix D provides further details on the data sources.

Trade and Production Data We obtain bilateral trade flows across U.S.states from the

Commodity Flows Survey. The bilateral trade flows between U.S. states and other coun-

tries are obtained from the U.S. Census, which contain the direct exposure of each state

to foreign trade. Production data to discipline the productions function for the individ-

ual U.S. states are from the BEA as described in more detail in Appendix D.

The Initial Distribution of Firms and Location Choice Probabilities We obtain the

mass of active firms Mnj
t across sectors for each U.S. state from the U.S. Census, Statis-

tics of U.S. Business (SUSB) database. The U.S. Census data also report the number of

firm births and deaths across sectors and U.S. states that we also use to discipline the

firms’s transition rates as described in Section 4.2.

Capital Stocks and Rental Rates For the United States, we split the stock of capital

across each states using the estimates of capital stocks across U.S. states in Yamarik

(2013) based on the methodology developed in Garofalo and Yamarik (2002). In partic-

ular, we use the their estimates for the year 2007 and apply the share of each state to the

aggregate U.S. stock of capital from the PWT to compute the stock at the state level for

the year 2015. We then compute the payment to capital rntK
n
t using data from the BEA

and recover the rental rates across locations as rnt = rntK
n
t /K

n
t .

Employment and Mobility Rates Across U.S. Labor Markets The initial distribution

of employment across U.S. states and sectors Lnjt are obtained from the BEA. We con-

struct the mobility across our regions and sectors, using information from the Current

Population Survey (CPS) to compute intersectoral mobility and from the PUMS of the

American Community Survey (ACS) to compute interstate mobility as in Caliendo et al.

(2019), computing the transition rates for the year 2007.

Elasticities As for the aggregate model, we need estimates for the values of the elastic-

ities of the model, ϑ, ν,σj , β. As before, given the annual frequency of our model, we set

the discount factor to , for the trade elasticity, we use σj = 4 for all j, and for the disper-

sion of idiosyncratic shocks for households, we use the estimated value of ν = 2.02.
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To estimate the dispersion of idiosyncratic shocks for firms ϑ, we use our structural

model to derive an estimating equation, proceeding as follows (please refer to Appendix

E for further details).13 Using equilibrium conditions (9) and (10), we can express the

value of active firms relative to the value of inactive firms as

V nj
t − V

Oj
t = πnjt − βrnt+1 + ϑlog

ϕO,njt

ϕnj,njt

. (22)

Taking the ratio between the fraction of firms that stay in a given location ϕnj,njt and

the fraction that exit ϕnj,Ojt we obtain that

ϕnj,njt

ϕnj,Ojt

= exp(βV nj
t+1 − βV

Oj
t+1)1/ϑ. (23)

Lagging this equation one period, and substituting the resulting expression into (22)

and then into (23) we obtain,

log
ϕnj,njt−1

ϕnj,Ojt−1

+ βlog
ϕnj,njt

ϕOj,ijt

=
β

ϑ

(
πnjt + βrnt+1

)
.

We assume that we measure the entry probabilities ϕOj,ijt imperfectly, for instance,

due to the fact that they depend on the total world’s mass of inactive firms that are not

directly observable. In particular, we attribute the measurement error to have a deter-

ministic component Ct and a sector-specific random component εnjt that is orthogonal

to profits and rental rates. As a result, our empirical equation becomes

ynjt = C̃t +
β

ϑ

(
πnjt + βrnt+1

)
+ εnjt , (24)

where ynjt ≡ log
ϕnj,njt−1

ϕnj,Ojt−1

+βlog
ϕnj,njt

ϕOj,ijt

.We use (24) to estimate 1/ϑ cross-sectionally with data

for the different locations and sectors in the United States (150 observations). The lack

of complete time series data for the OECD prevents us to use the rest of the countries

in the estimation (note that ynjt requires observations at t and t − 1). The estimation of

(24) gives us a value ϑ = 14.1 with a robust standard error of 0.027. We are not aware of a

benchmark estimate in the literature for this parameter. However, one can imagine that

the migration of workers might be less sluggish compared to the mobility of firms since,

13The resulting estimation described below is in the spirit of the one in CDP used to estimate the house-
holds’s idiosyncratic shocks ν. It is also related to the estimation of the location elasticity of Japanese firms
in Europe in Head and Mayer (2004), although the main difference with our estimating equation is the dy-
namics in our model.

36



for instance, moving establishments across space should take more time than moving

to work to a different location. Consistently with this intuition, our migration elasticity

1/ν is higher than out firm’s elasticity 1/ϑ.

Armed with all these data, parameters, and elasticities, we now proceed to use the

model to study the distributional effects of the 2018 trade war across space.

6.1 Distributional Effects of Trade Policy Across Space

In this section, we compute the spatial effects in the United States of the 2018 trade

war. Figure 9 shows the effects on the number of U.S. firms and employment in the

manufacturing and non-manufacturing industries across the U.S. states. The left-hand

side panels show the effects on the manufacturing sector, panel (a) displays the spatial

effects on U.S. manufacturing firms and panel (c) shows the spatial effects on manufac-

turing employment.We find the aggregate positive effects on manufacturing firms and

employment discussed in Section 5.2 are captured by a set of few states that are the

ones that attracts firms and employment in the log run. In particular, Texas is the state

that attracts more manufacturing firms, followed by Tennessee, Florida, Georgia, Utah,

California, Nevada, and Colorado. All the rest of the states loose manufacturing firms

at the expenses of these states. A similar picture arises from manufacturing employ-

ment; Texas is the state with the largest increase in manufacturing employed, and the

other states that gain manufacturing employment are the same as the ones that attract

manufacturing firms, except for California that experiences a slight decline in manufac-

turing employment. The panels on the right-hand side show the effects of the trade war

on firms and employment in the non-manufacturing sector. Basically, the same conclu-

sion arises as for the manufacturing sector, a few set of states are the ones that attract

employment and firms.

Which states are the ones that attract more manufacturing employment and firms?

Some of the states that attract more manufacturing firms and employment are states

with high exposure to imports from China such as Tennessee, Nevada, Georgia, North

Carolina an South Carolina. Other states that attract firms are large states that con-

centrate a big fraction of the manufacturing employment and have lower entry costs

for firms such as Texas. Even when California is also a large state, our estimated initial

rental rate of capital structure is higher than the one for Texas (about 15% and 10%, re-

spectively), which explains why Texas is more attractive for the entry of firms. Finally,

states located close to and trade more with large states California, Texas, and Florida

also experience positive effects on firms en employment such as Utah, Colorado, North
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Carolina, and South Carolina.

Figure 9: Distributional effects of the 2018 trade war across U.S. states

a) Manufacturing firms
(change in the share of total U.S. manuf. firms)

b) Non-manufacturing firms
(change in the share of total U.S. non-manuf. firms)

c) Manufacturing employment
(change in population share)

c) Non-manufacturing employment
(change in population share)

Note: This figure shows the effects of the 2018 trade war on manufacturing and non-manufacturing firms
and employment across U.S. states.

Figure 10 shows the welfare effects across space. The left-hand panel presents the

change in real income, and the right-hand panel shows the change in households’ con-

sumption equivalent. Starting with real income, we find that a few states gain in real

income from the trade war, most notably Texas, Florida, Tennessee, and North Carolina,

which are the states that also attract firms and employment. However, the gains from

the trade war in these states are not captured by the households but they go to firms,

the government revenues, and the owners of capital. In fact, as the left-hand side panel

shows, households’ in all states are worse off as a consequence of the trade war.
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Table 4: Long run effects of the 2018 trade war in the United States
2018 trade war

Change in manufacturing employment 0.07 ppt
Change in manufacturing firms 1.19%
Change in household’s consumption equivalent -0.11%
Change in real income -0.45%
Average change in price index 1.82%

Note: This table shows the allocation and welfare effects as a consequence of the 2018 trade war.

Figure 10: Welfare effects of the 2018 trade war across U.S. states

a) Change in real income
(percent)

b) Change in household’s welfare
(percent)

Note: This figure shows the welfare effects of the 2018 trade war across U.S. states. The left-hand side
panel shows the change in real income, and the right-hand side panel shows the change in household’s
welfare (consumption equivalent).

Finally, we compare the aggregate effects on manufacturing employment and firms

from the economic geography model with those of the aggregate model. Table 4shows

the results.

Similar to the aggregate model, we find that the 2018 trade war had a positive effect

on manufacturing employment a firms. The effect on employment is similar to the ag-

gregate model, and the effect on manufacturing firms is somewhat smaller. We still find

welfare losses and an average increase in the price index that are somewhat larger than

in the aggregate model due to the smaller effects on firms’ entry.

7 Conclusion

Industrial location is the most frequent argument to justify trade protectionism, yet

there is little evidence on its quantitative impact. We departure by developing a dy-

39



namic general-equilibrium framework of industrial and labor location with dynamic

firms decisions, dynamic households decisions, and capital accumulation. We use the

model to study quantitatively the location effect of trade policy and its welfare conse-

quences. The 20018 trade world between the United States and other countries, notably

China, results in positive location effects, that take time to materialize, and is much

smaller in the short run than in the long run. However, these effects do not revert the

long run decline in manufacturing employment and firms. Importantly, the relocation

of production comes at the cost of higher prices, lower welfare for households, and het-

erogeneous effects on firm entry across space.
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FLAAEN, A., A. HORTAÃ§SU, AND F. TINTELNOT (2020): “The Production Relocation and

Price Effects of US Trade Policy: The Case of Washing Machines,” American Economic

Review, 110, 2103–27.

FUJITA, M., P. KRUGMAN, AND A. J. VENABLES (2000): Southern Economic Journal, 67,

491–493.

GALLE, S., A. RODRIGUEZ-CLARE, AND M. YI (2017): “Slicing the pie: Quantifying the

aggregate and distributional effects of trade,” Unpublished manuscript, Univ. Calif.,

Berkeley.

GARETTO, S., L. OLDENSKI, AND N. RAMONDO (2019): “Multinational Expansion in Time

and Space,” Working Paper 25804, National Bureau of Economic Research.

GAROFALO, G. A. AND S. YAMARIK (2002): “Regional Convergence: Evidence from a New

State-by-State Capital Stock Series,” The Review of Economics and Statistics, 84, 316–

323.

GAUBERT, C. (2018): “Firm Sorting and Agglomeration,” American Economic Review,

108, 3117–53.

GROS, D. (1987): “A note on the optimal tariff, retaliation and the welfare loss from tariff

wars in a framework with intra-industry trade,” Journal of International Economics,

23, 357–367.

GROSSMAN, G. AND E. HELPMAN (1995a): “The Politics of Free-Trade Agreements,”

American Economic Review, 85, 667–90.

43



——— (1995b): “Trade Wars and Trade Talks,” Journal of Political Economy, 103, 675–

708.

GROSSMAN, G. M. AND E. HELPMAN (1994): “Protection for Sale,” The American Eco-

nomic Review, 84, 833–850.

——— (2018): “Identity Politics and Trade Policy,” Working Paper 25348, National Bu-

reau of Economic Research.

HANDLEY, K. AND N. LIMAO (2015): “Trade and Investment Under Policy Uncertainty:

Theory and Firm Evidence,” American Economic Journal: Economic Policy, 7, 189–222.

HANSON, G. (1996): “Economic integration, intraindustry trade, and frontier regions,”

European Economic Review, 40, 941–949.

——— (1998): “North American economic integration and industry location,” Oxford

Review of Economic Policy, 14, 30–44.

HANSON, G. H. (2001): “Scale economies and the geographic concentration of indus-

try,” Journal of Economic Geography, 1, 255–276.

HEAD, K. AND T. MAYER (2004): “Market Potential and the Location of Japanese Invest-

ment in the European Union,” The Review of Economics and Statistics, 86, 959–972.

——— (2014): “Chapter 3 - Gravity Equations: Workhorse,Toolkit, and Cookbook,” in

Handbook of International Economics, ed. by G. Gopinath, E. Helpman, and K. Rogoff,

Elsevier, vol. 4 of Handbook of International Economics, 131 – 195.

HELPMAN, E. AND P. R. KRUGMAN (1985): Market structure and foreign trade: Increasing

returns, imperfect competition and the international economy, The MIT press.

HERCOWITZ, Z. AND M. SAMPSON (1991): “Output Growth, the Real Wage, and Employ-

ment Fluctuations,” The American Economic Review, 81, 1215–1237.

HOPENHAYN, H. (1992): “Entry, Exit and Firm Dynamics in Long Run Equilibrium,”

Econometrica, 60, 1127–1150.

IRWIN, D. (2017): Clashing over Commerce: A History of U.S. Trade Policy, University of

Chicago Press.

KOVAK, B. K. (2013): “Regional Effects of Trade Reform: What Is the Correct Measure of

Liberalization?” American Economic Review, 103, 1960–76.

44



KUCHERYAVYY, K., G. LYN, AND A. RODRIGUEZ-CLARE (2019): “Grounded by Gravity: A

Well-Behaved Trade Model with External Economies,” mime University of Berkeley.

LUCAS, R. E. AND E. C. PRESCOTT (1971): “Investment Under Uncertainty,” Economet-

rica, 39, 659–681.

MAGGI, G. AND A. RODRIGUEZ-CLARE (2007): “A Political-Economy Theory of Trade

Agreements,” American Economic Review, 97, 1374–1406.

MARTIN, P. AND C. A. ROGERS (1995): “Industrial location and public infrastructure,”

Journal of International Economics, 39, 335 – 351.

OSSA, R. (2011): “A New Trade Theory of GATT/WTO Negotiations,” Journal of Political

Economy, 119, 122–152.

——— (2015): “A Quantitative Analysis of Subsidy Competition in the U.S.” Working

Paper 20975, National Bureau of Economic Research.

——— (2016): “Quantitative Models of Commercial Policy,” NBER Working Papers

22062, National Bureau of Economic Research, Inc.

PIERCE, J. AND P. SCHOTT (2009): “A Concordance Between Ten-Digit U.S. Harmo-

nized System Codes and SIC/NAICS Product Classes and Industries,” Working Paper

155486, NBER.

PIERCE, J. R. AND P. K. SCHOTT (2016): “The Surprisingly Swift Decline of US Manufac-

turing Employment,” American Economic Review, 106, 1632–62.

PUGA, D. AND A. J. VENABLES (1997): “Preferential trading arrangements and industrial

location,” Journal of International Economics, 43, 347 – 368.

REDDING, S. J. (2016): “Goods trade, factor mobility and welfare,” Journal of Interna-

tional Economics, 101, 148–167.

REDDING, S. J. AND E. ROSSI-HANSBERG (2017): “Quantitative Spatial Economics,” An-

nual Review of Economics, 9, 21–58.

REDDING, S. J. AND D. M. STURM (2008): “The costs of remoteness: Evidence from Ger-

man division and reunification,” The American Economic Review, 98, 1766–1797.

ROBERTS, M. J. AND J. R. TYBOUT (1997): “The Decision to Export in Colombia: An

Empirical Model of Entry with Sunk Costs,” American Economic Review, 87, 545–64.

45



TIMMER, M., B. LOS, R. STEHRER, AND G. DE VRIES (2016): “An Anatomy of the Global

Trade Slowdown based on the WIOD 2016 Release,” WorkingPaper 162, University of

Groningen.

TIMMER, M. P., E. DIETZENBACHER, B. LOS, R. STEHRER, AND G. J. DE VRIES (2015):

“An Illustrated User Guide to the World Input–Output Database: the Case of Global

Automotive Production,” Review of International Economics, 23, 575–605.

TINTELNOT, F. (2017): “Global Production with Export Platforms,” The Quarterly Journal

of Economics, 132, 157.

TOPALOVA, P. (2010): “Factor Immobility and Regional Impacts of Trade Liberalization:

Evidence on Poverty from India,” American Economic Journal: Applied Economics, 2,

1–41.

VENABLES, A. J. (1987): “Trade and Trade Policy with Differentiated Products: A

Chamberlinian-Ricardian Model,” Economic Journal, 97, 700–717.

YAMARIK, S. (2013): “State-level Capital and Investment: Updates and Implications,”

Contemporary Economic Policy, 31, 62–72.

A Derivations

Value Function for the Firm In this appendix we derive the value functions of the

active and inactive firms, equilibrium conditions (9) and (10). For brevity, in what fol-

lows we derive in detail equation (9) and highlight that deriving (10) follows the same

steps.

Define Ξn
t = max

{
βE
[
vnjt+1

]
+ ϕεnjt ; βE

[
vOjt+1

]
+ ϕεOjt

}
, and ε̄nj,Ojt =

β(V njt+1−V
Oj
t+1)

ϕ
. Re-

call that ε are i.i.d. over time an is a realization of a Type-I Extreme Value distribution

with zero mean. Then,

Ξn
t =

∑
i=n,O

∫ +∞

−∞

(
βV ij

t + ϕεijt
)
f
(
εijt
)∏
m 6=i

F
(
ε̄ij,mjt + εijt

)
dεijt ,

From the properties of the Type-I Extreme Value distribution, we get

Ξn
t =

∑
i=n,O

∫ ∞
−∞

(
βV ij

t + ϕεijt
)
e

[
−εijt −γ̄−e

(−εijt −γ̄)
]∏
m 6=i

e

[
−e(−(ε̄

ij,mj
t +ε

ij
t )−γ̄)

]
dεijt ,
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where γ̄ is an Euler’s constant. Manipulating this equation, can be expressed as

Ξn
t =

∑
i=n,O

∫ ∞
−∞

(
βV ij

t + ϕεijt
)
e(−ε

ij
t −γ̄)e

(
−e(−ε

ij
t −γ̄)∑

m=n,O e
(−ε̄ij,mjt )

)
dεijt ,

Defining λt = log
∑

m=n,O e
(−ε̄ij,mjt ) and ζt = εijt + γ̄ we get

Ξn
t =

∑
i=n,O

∫ ∞
−∞

(
βV ij

t + ϕ (ζt − γ̄)
)
e(−ζt−e

(−(ζt−λt)))dζt,

Defining ỹt = ζt − λt we obtain

Ξn
t =

∑
i=n,O

exp (−λt)
(
βV ij

t + ϕ (λt − γ̄)
)

+ ϕ

∫ ∞
−∞

ỹt exp (−ỹt − exp (−ỹt)) dỹt.

Notice that
∫∞
−∞ ỹt exp (−ỹt − exp (−ỹt)) dỹt is the Euler’s constant γ̄, then

Ξn
t = ϕ log

∑
m=n,O

exp
(
βV mj

t

)
1/ϕ

[∑
i=n,O exp

(
βV ij

t

)
1/ϕ∑

m=n,O exp (βV m
t ) 1/ϕ

]
,

which implies

Ξn
t = ϕ log

∑
m=n,O

exp
(
βV mj

t

)
1/ϕ,

and therefore

V nj
t = πnjt + ϕ log

∑
i=n,O

exp
(
βV ij

t

)
1/ϕ.

Location Choice Probabilities of the Firms We now proceed to derive (11). As be-

fore, for brevity, we do not present the derivation of the rest of the location choice prob-

abilities since the derivations follow the same logic. Recall that ϕnj,njt is the fraction of

firms that decide to reallocate from labor market n, j to labor market i, k. This fraction is

equal to the probability that a given worker moves from labor market n, j to labor mar-

ket i, k at time t, that is, the probability that the expected utility of moving to i, k is higher

than the expected utility in any other location. Formally,

ϕnj,njt = Prob

[
εOjt − ε

nj
t >

β

ϕ

(
V Oj
t+1 − V

nj
t+1

)]
.

Given our assumption over the idiosyncratic shocks, we obtain that
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ϕnj,njt =

∫ ∞
−∞

f
(
εnjt
)∏

m6=n
F
(
β
(
V nj
t+1 − V

mj
t+1

)
+ ϕεnjt )

)
dεnjt ,

or

ϕnj,njt =

∫ ∞
−∞

exp
(
−εnjt − γ̄

)
exp

[
− exp

(
−εnjt − γ̄

)∑
m=n,O

exp
(
−ε̄nj,mjt

)]
dεnjt ,

with ε̄nj,mjt =
β(V njt+1−V

mj
t+1)

ϕ
. Defining λt = log

∑
m=n,O exp

(
−ε̄nj,mjt

)
and ζt = εijt + γ̄ we

get

ϕnj,njt = exp (−λt)
∫ ∞
−∞

exp (− (ζt − λt)− exp (− (ζt − λt))) dζt,

Defining ỹt = ζt − λt we obtain

ϕnj,njt = exp (−λt)
∫ ∞
−∞

exp (−ỹt − exp (−ỹt)) dỹt.

Solving this integral we get

ϕnj,njt =
exp

(
βV nj

t+1

)1/ϕ∑
m=n,O exp

(
βV mj

t+1

)1/ϕ
.

B Proofs

In this Appendix we display the equilibrium conditions of the model in time differences

in order to apply the DHA. Recall that we denote by x̂t+1 to the time difference of a vari-

able x, that is, x̂t+1 = xt+1/xt.

Proposition 1. Given an initial allocation of the economy, {L0,M0, K0, µ−1, ϕ−1, X0}
and elasticities (ν, ϑ, σ, β), solving for the baseline economy with constant fundamentals

does not require information on the level of the fundamentals.

Proof of Proposition 1. Solving for the baseline economy requires solving the follow-

ing system of equilibrium conditions

v̇njt = ˙̃πnjt

(
ϕnj,njt−1

(
v̇njt+1

)β/ϑ
+ ϕnj,Ojt−1

(
v̇Ojt+1

)β/ϑ)ϑ
, (C.1)

v̇Ojt =

(
N∑
i=1

ϕOj,ijt−1

(
v̇ijt+1/ ˙̃rit+1

)β/ϑ)ϑ

, (C.2)
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u̇njt =
(
ẇnjt /Ṗ

n
t

)( N∑
i=1

J∑
k=ne,1

µnj,ikt−1

(
u̇ikt+1

)β/ν)ν

, (C.3)

ϕnj,njt =
ϕnj,njt−1

(
v̇njt+1

)β/ϑ
ϕnj,njt−1

(
v̇njt+1

)β/ϑ
+ ϕnj,Ojt−1

(
v̇Ojt+1

)β/ϑ , (C.4)

ϕOj,njt =
ϕOj,njt−1

(
v̇njt+1/ ˙̃rnt+1

)β/ϑ∑N
i=1 ϕ

Oj,ij
t−1

(
v̇ijt+1/ ˙̃rit+1

)β/ϑ , (C.5)

µnj,ikt =
µnj,ikt−1

(
u̇ikt+1

)β/ν∑N
m=1

∑J
h=ne,1 µ

nj,mh
t−1

(
u̇mht+1

)β/ν , (C.6)

together with (13), (14), (16), (3), and the equilibrium conditions (5), (6), (7), (17),

(15), (18), (19), (20), and (21) in time differences for all n, i, j, and k. As we can see,

conditional on data {L0,M0, K0, µ−1, ϕ−1, X0} we can solve for the allocations at each t

without information on the level of Θt =
{
dnj,ij,mnj,ik, anjt

}N,J
n,1=1;j,k=1

.

Proposition 2. Take as given a baseline economy, {Lt,Mt, Kt, µt−1, ϕt−1, Xt} for all t.

Solving for the effects of a change in policy Υ̂ , namely
{
L̂t, M̂t, K̂t, µ̂t−1, ϕ̂t−1, X̂t

}
, does not

require the level of the fundamentals.

Proof of Proposition 2. Take as given a baseline economy, {Lt,Mt, Kt, µt−1, ϕt−1, Xt}
for all t. The effects of a change in policy Υ̂ , namely

{
L̂t, M̂t, K̂t, µ̂t−1, ϕ̂t−1, X̂t

}
, solves the

following system of equilibrium conditions

v̂njt = π̂njt

(
ϕnj,njt−1 ϕ̇nj,njt

(
v̂njt+1

)β/ϑ
+ ϕnj,Ojt−1 ϕ̇nj,Ojt

(
v̂Ojt+1

)β/ϑ)ϑ
, (C.7)

v̇Ojt =

(
N∑
i=1

ϕOj,ijt−1 ϕ̇
Oj,ij
t

(
v̂ijt+1/ˆ̃rit+1

)β/ϑ)ϑ

, (C.8)

ûnjt =
(
ŵnjt /P̂

n
t

)( N∑
i=1

J∑
k=ne,1

µnj,ikt−1 µ̇
nj,ik
t

(
ûikt+1

)β/ν)ν

, (C.9)

ϕ′nj,njt =
ϕ′nj,njt−1 ϕ̇nj,njt

(
v̂njt+1

)β/ϑ
ϕ′nj,njt−1 ϕ̇nj,njt

(
v̂njt+1

)β/ϑ
+ ϕ′nj,Ojt−1 ϕ̇nj,Ojt

(
v̂Ojt+1

)β/ϑ , (C.10)

ϕ′Oj,njt =
ϕ′Oj,njt−1 ϕ̇Oj,njt

(
v̂njt+1/ˆ̃rnt+1

)β/ϑ
∑N

i=1 ϕ
′Oj,ij
t−1 ϕ̇Oj,ijt

(
v̂ijt+1/ˆ̃rit+1

)β/ϑ , (C.11)
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µ′nj,ikt =
µ′nj,ikt−1 µ̇nj,ikt

(
ûikt+1

)β/ν∑N
m=1

∑J
h=ne,1 µ

′nj,mh
t−1 µ̇nj,mht

(
ûmht+1

)β/ν , (C.12)

M ′nj
t = M ′nj

t−1ϕ
′nj,nj
t−1 +M ′Oj

t−1ϕ
′Oj,nj
t−1 , (C.13)

M ′Oj
t =

N∑
i=1

M ′ij
t−1ϕ

′ij,Oj
t−1 , (C.14)

K̂n
t =

(
K̂n
t−1

)κn (
L̂n,cot

)1−κn
, (C.15)

L′njt =
N∑
i=1

J∑
k=ne,1

µ′ik,njt−1 L′ikt−1, (C.16)

together with equilibrium conditions (5), (6), (7), (17), (15), (18), (19), (20), and (21)

in relative time differences for all n, i, j, and k. Note that conditional on the baseline

economy {Lt,Mt, Kt, µt−1, ϕt−1, Xt}∞t=1 we can solve for the effects of a change in policy at

each t without information on the level of Θt =
{
dnj,ij,mnj,ik, anjt

}N,J
n,1=1;j,k=1

.

B.1 Equilibrium Conditions in Changes

In this appendix, we express the equilibrium conditions of the model in time changes.

1. The value of households for labor market nj (1) in changes are given by

u̇H,njt+1 =
(
ẇnjt+1/Ṗ

n
t+1

)1/ν
[∑

i

∑
k

µnj,ikt

(
u̇H,ikt+2

)β]
(C.17)

2. The fraction of workers that move from labor market nj to ik (2) in changes is given

by

µnj,ikt+1 =
µnj,ikt

(
u̇H,ikt+2

)
β∑

m µ
nj,mh
t

(
u̇H,mht+2

)
β

(C.18)

3. The law as motion of employment are given by

Lnjt+1 =
∑
i

∑
k

µik,njt Likt (C.19)
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4. The value of active firms (9) and inactive firms (10) in changes are given by

v̇njt+1 =
(
exp(πnjt+1 − π

nj
t )
)1/ϑ

{
ϕnj,njt

(
v̇njt+2

)β
+ (1− ϕnj,njt )

(
v̇Ojt+2

)β}
(C.20)

vOjt+1 =
∑
i

ϕOj,ijt

(
v̇ijt+2

)β
exp(rit+1 − rit)β/ϑ

(C.21)

where we have used the transformation v̇at+1 = exp(V a
t+1 − V a

t )1/ϑ .

5. The probability choices in changes are given by

ϕnj,njt+1 =
ϕnj,njt

(
v̇njt+2

)β
ϕnj,njt

(
v̇njt+2

)β
+ ϕnj,Ojt

(
v̇Ojt+2

)β (C.22)

ϕnj,Ojt+1 = 1− ϕnj,njt+1 (C.23)

ϕOj,njt+1 =
ϕOj,njt

(v̇njt+2)
β

exp(β(rnt+2−rnt+1))1/ϑ∑
i ϕ

Oj,ij
t+1

(v̇ijt+2)
β

exp(β(rit+2−rit+1))1/ϑ

(C.24)

6. The law of motion of firms

Mnj
t+1 = Mnj

t ϕ
nj,nj
t +MOj

t ϕOj,njt , for all n, j (C.25)

MOj
t+1 =

∑
i

M ij
t ϕ

ij,Oj
t . (C.26)

B.2 Deriving the Static Sub-problem in Changes

The sectoral price index (5) in changes is given by:

Ṗ nj
t+1 =

1

P nj
t

(∑
i

Ṁ ij
t+1M

ij
t

(
ṗij,njt+1 p

ij,nj
t

)
1−σj

)1/(1−σj)

Notice that λnj,ijt = Mnj
t

pnj,ijt qnj,ijt

Xij
t

= Mnj
t

(
pnj,ijt /P ij

t

)
1−σj . Hence,

Ṗ nj
t+1 =

(∑
i

λij,njt Ṁ ij
t+1

(
ṗij,njt+1

)
1−σj

)1/(1−σj)
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The price of sector-j intermediate goods produced in i and sold in n (7) in changes

is given by:

pnj,ijt+1

pnj,ijt

=

σj
σj−1

(1+τnj,ijt+1 )dnj,ijxnjt+1

anj

σj
σj−1

(1+τnj,ijt )dnj,ijxnjt
anj

Hence,

ṗij,njt+1 = ˙(
1 + τ ij,njt+1

)
ẋijt+1

The cost of the input bundle in ij (6) in changes is given by:

xnjt+1

xnjt
=
Bnj

[(
wnjt+1

)1−ξn (
rnt+1

)ξn]γnj∏
k

(
P nk
t+1

)γnj,nk
Bnj

[(
wnjt
)1−ξn

(rnt )ξ
n
]γnj∏

k

(
P nk
t

)γnj,nk
Hence

x̂njt+1 =
[(
ẇnjt+1

)1−ξn (
ṙnt+1

)ξn]γnj∏
k

(
Ṗ nk
t+1

)γnj,nk
The profit function (8) in changes is given by:

πnj,ijt+1

πnj,ijt

=

((1+τnj,ijt+1 )dnj,ijxnjt+1)
1−σjXij

t+1

(σj−1)(1+τnj,ijt+1 )(anjP ijt+1)
1−σj

((1+τnj,ijt )dnj,ijxnjt )
1−σjXij

t

(σj−1)(1+τnj,ijt )(anjP ijt )
1−σj

Hence,

π̂nj,ijt+1 =
(

˙1 + τnj,ijt+1

)−σj (
ẋnjt+1

)1−σj
(
Ṗ ij
t+1

)σj−1

Ẋ ij
t+1

Total profits in nj at t+ 1 (8) can be expressed as:

πnjt+1 =
N∑
i=1

π̇nj,ijt+1 π
nj,ij
t

Using the fact that πnj,ijt =
pnj,ijt qnj,ijt

σj(1+τnj,ijt )
=

λnj,ijt Nnj
t Xij

t

σj(1+τnj,ijt )
we have

πnjt+1 =
N∑
i=1

λnj,ijt X ij
t

Mnj
t σj

(
1 + τnj,ijt

) π̇nj,ijt+1

The change in the stock of capital structures is given by

K̇n
t+1 = (K̇n

t )κn(L̇k,nt+1)1−κn
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where Lk,nt+1 is taken as given for the U.S. regions. For the other countries, we know that

wages are going to be equalized across sectors, thus using (15) we get

K̇n
t+1 = (K̇n

t )κn

(
ṙnt+1K̇

n
t+1

ẇnt+1

)1−κn

and solving for the change in the stock of capital structures we get

K̇n
t+1 = (K̇n

t )

(
ṙnt+1

ẇnt+1

) 1−κn
κn

for n other than the United States.

The change in aggregate bilateral expenditure shares (17) is given by

λnj,ijt+1

λnj,ijt

=
Mnj

t+1

pnj,ijt+1 qnj,ijt+1

Xij
t+1

Mnj
t

pnj,ijt qnj,ijt

Xij
t

which can be re-expressed as

λ̇nj,ijt+1 = Ṁ
nj

t+1

p̂nj,ijt+1 q̂
nj,ij
t+1

X̂ ij
t+1

,

= Ṁnj
t+1

(
( ˙1 + τnj,ijt+1 )ẋnjt+1

)1−σj

(
Ṗ ij
t+1

)1−σj

Hence

λ̇nj,ijt+1 = Ṁnj
t+1

(
( ˙1 + τnj,ijt+1 )ẋnjt+1

)1−σj (
Ṗ ij
t+1

)σ−1

Total income and expenditure (18), (19) in changes are given by

Int+1 =
∑
k

ẇnkt+1L̇
nk
t+1w

nk
t L

nk
t + ṙnt+1K̇

n
t+1r

n
tK

n
t

+ ιnχt+1 −
∑
k

rnt+1M
O,k
t ϕOk,nkt +

∑
j

τ ij,njt+1 λ
ij,nj
t+1 X

nj
t+1(

1 + τ ij,njt+1

)
where χt+1 =

∑N
n=1

∑J
j=1M

nj
t+1π

nj
t+1

Xnj
t+1 =

J∑
k=1

γnk,nj
N∑
i=1

(σk − 1)λnk,ikt+1 X ik
t+1

σk

(
1 + τnk,ikt+1

) + αjInt+1
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It is straightforward to show that the market clearing conditions in changes can be

expressed as The labor market clearing conditions (20) and (21) in changes are given by

ẇnjt+1L̇
nj
t+1w

nj
t L

nj
t = (1− ξn)γnj

N∑
i=1

(σj − 1)λnj,ijt+1 X
ij
t+1

σj(1 + τnj,ijt+1 )

ṙnt+1K̇
n
t+1r

n
tK

n
t =

J∑
j=1

ξnγnj
N∑
i=1

(σj − 1)λnj,ijt+1 X
ij
t+1

σj(1 + τnj,ijt+1 )
+

J∑
j=1

rnt+1M
Oj
t ϕOj,njt

and as explained above the labor market clearing condition for countries other than the

United States in changes is given by

ẇnt+1L̇
n
t+1w

n
t L

n
t =

J∑
j=1

(1− ξn)γnj
N∑
i=1

(σj − 1)λnj,ijt+1 X
ij
t+1

σj(1 + τnj,ijt )
+ (1− κn)rnt+1K

n
t+1

B.3 Deriving the Households’ Dynamic Problem in Changes

We know turn to express the equilibrium conditions of the dynamic problem of the

household on where to supply labor in time differences. As before, the details of the

derivations are relegated to the appendix

The value of households for labor market nj (1) in changes are derived using the

following steps (analogous for the case of the firm’s problem). We have that

Unj
t = log(wnjt /P

n
t ) + νlog

[
N∑
i=1

J∑
k=1

exp
(
βU ik

t+1 −mnj,ik
)1/ν

]
.

In time differences we get

Unj
t+1 − U

nj
t = log(ẇnjt+1/Ṗ

n
t+1) + νlog

[∑N
i=1

∑J
k=1 exp

(
βU ik

t+2 −mnj,ik
)1/ν

]
[∑N

i=1

∑J
k=1 exp

(
βU ik

t+1 −mnj,ik
)1/ν

] .
which can be re-expressed as

UH,nj
t+1 − U

nj
t = log(ẇnjt+1/Ṗ

n
t+1)

+ νlog

[∑
i

∑
k exp

(
βU ik

t+2 −mnj,ik
)1/ν exp(βU ikt+1−mnj,ik)

1/ν

exp(βU ikt+1−mnj,ik)
1/ν

]
[∑

i

∑
k exp

(
βU ik

t+1 −mnj,ik
)1/ν

]
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and using the definition of µnj,ikt we get

Unj
t+1 − U

nj
t = log(ẇnjt+1/Ṗ

n
t+1) + νlog

[∑
i

∑
k

µnj,ikt exp
(
βU ik

t+2 − βU ik
t+1

)1/ν

]

or

u̇njt+1 =
(
ẇnjt+1/Ṗ

n
t+1

)1/ν
[∑

i

∑
k

µnj,ikt exp
(
u̇ikt+2

)β]
,

where ûnjt+1 =exp(Unj
t+1 − U

nj
t )1/ν .

The fraction of workers that move from labor market nj to ik (2) is given by

µnj,ikt =
exp(βU ik

t+1 −mnj,ik)1/ν∑
m exp(βU

mh
t+1 −mnj,mh)1/ν

which analogously for the case of firms can be re-expressed as

µnj,ikt+1 =
exp(βU ik

t+2 −mnj,ik)1/ν exp(βU
ik
t+1−mnj,ik)1/ν

exp(βU ikt+1−mnj,ik)1/ν∑
m exp(βU

mh
t+2 −mnj,mh)1/ν

∑
m exp(βU

mh
t+1 −mnj,mh)1/ν∑

m exp(βU
mh
t+1 −mnj,mh)1/ν

Hence

µnj,ikt+1 =
µnj,ikt exp(βU ik

t+2 − βU ik
t+1)1/ν∑

m µ
nj,mh
t exp(βUmh

t+2 − βUmh
t+1)1/ν

or

µnj,ikt+1 =
µnj,ikt

(
u̇ikt+2

)
β∑

m

∑
h µ

nj,mh
t

(
u̇mht+2

)
β
.

B.4 Deriving the Firm’s Location Choice Problem in Changes

In this section of the appendix we describe the equilibrium conditions of the dynamic

problem of the firm on where to locate production in time differences.

The value of active firms (9) is given by

V nj
t = πnjt + ϑlog

{
exp(βV nj

t+1)1/ϑ + exp(βV Oj
t+1)1/ϑ

}
In time differences we have that

V nj
t+1 − V

nj
t = πnjt+1 − π

nj
t + ϑlog

{
exp(βV nj

t+2)1/ϑ + exp(βV Oj
t+2)1/ϑ

}
{
exp(βV nj

t+1)1/ϑ + exp(βV Oj
t+1)1/ϑ

}
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Multiplying and diving each term in the parenthesis by exp(βV nj
t+1)1/ϑ and exp(βV Oj

t+1)1/ϑ

respectively we have

V nj
t+1 − V

nj
t = πnjt+1 − π

nj
t + ϑlog

{
exp(βV nj

t+2)1/ϑ exp(βV
nj
t+1)1/ϑ

exp(βV njt+1)1/ϑ
+ exp(βV Oj

t+2)1/ϑ exp(βV
Oj
t+1)1/ϑ

exp(βV Ojt+1)1/ϑ

}
{
exp(βV nj

t+1)1/ϑ + exp(βV Oj
t+1)1/ϑ

}
which can be expressed as

V nj
t+1 − V

nj
t = πnjt+1 − π

nj
t

+ ϑlog

{
exp(βV nj

t+2 − βV
nj
t+1)1/ϑexp(βV nj

t+1)1/ϑ + exp(βV Oj
t+2 − βV

Oj
t+1)1/ϑexp(βV Oj

t+1)1/ϑ
}

{
exp(βV nj

t+1)1/ϑ + exp(βV Oj
t+1)1/ϑ

}
Let’s use the transformation ûnjt+1 = exp(V nj

t+1 − V
nj
t )1/ϑ.

Using the fact that ϕnj,njt =
exp(βV njt+1)1/ϑ

exp(βV njt+1)1/ϑ+exp(βV Ojt+1)1/ϑ
we get

V nj
t+1 − V

nj
t = πnjt+1 − π

nj
t

+ ϑlog
{
ϕnj,njt exp(βV nj

t+2 − βV
nj
t+1)1/ϑ + (1− ϕnj,njt )exp(βV Oj

t+2 − βV
Oj
t+1)1/ϑ

}
And therefore

u̇njt+1 =
(
exp(πnjt+1 − π

nj
t )
)1/ϑ

{
ϕnj,njt

(
u̇njt+2

)β
+ (1− ϕnj,njt )

(
u̇Ojt+2

)β}
The value of inactive firms (10) is given by

V Oj
t = 0 + ϑlog

{∑
i

exp(βV ij
t+1 − βrit+1)1/ϑ

}

and in time differences is given by

V Oj
t+1 − V

Oj
t = ϑlog

∑
i exp(βV

ij
t+2 − βrit+2)1/ϑ∑

i exp(βV
ij
t+1 − βrit+1)1/ϑ

Multiplying and diving each term in the parenthesis by exp(βV nj
t+1 − rnt )1/ϑ respectively

we have

V Oj
t+1 − V

Oj
t = ϑlog

∑
i e

(βV ijt+2−βrit+2)1/ϑ e
(βV

ij
t+1−βr

i
t+1)1/ϑ

e
(βV

ij
t+1−βr

i
t+1)1/ϑ∑

i e
(βV ijt+1−βrit+1)1/ϑ
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which can be re-written as

V Oj
t+1 − V

Oj
t = ϑlog

∑
i e

((βV ijt+2−βrit+2)−(βV njt+1−βrit+1)))1/ϑ
e(βV ijt+1−βrit+1)1/ϑ∑

i e
(βV ijt+1−βrit+1)1/ϑ

and using (12) we get

V Oj
t+1 − V

Oj
t = ϑlog

∑
i

ϕOj,ijt e((βV ijt+2−βrit+2)−(βV ijt+1−βrit+1)))1/ϑ

and using the transformation introduced above we get

v̂Ojt+1 =
∑
i

ϕOj,ijt

(
v̇ijt+2

)β
exp(rit+2 − rit+1)β/ϑ

,

where v̂Ojt+1= exp(V Oj
t+1 − V

Oj
t )1/ϑ.

The fraction of firms that stays producing in nj is given by

ϕnj,njt =
exp(βV nj

t+1)1/ϑ

exp(βV nj
t+1)1/ϑ + exp(βV Oj

t+1)1/ϑ

which can be re-written as

ϕnj,njt+1 =
exp(βV nj

t+2)1/ϑ exp(βV
nj
t+1)1/ϑ

exp(βV njt+1)1/ϑ

exp(βV nj
t+2)1/ϑ exp(βV

nj
t+1)1/ϑ

exp(βV njt+1)1/ϑ
+ exp(βV Oj

t+2)1/ϑ exp(βV
Oj
t+1)1/ϑ

exp(βV Ojt+1)1/ϑ

which can be expressed as

ϕnj,njt+1 =
exp(βV nj

t+2 − βV
nj
t+1)1/ϑexp(βV nj

t+1)1/ϑ

exp(βV nj
t+2 − βV

nj
t+1)1/ϑexp(βV nj

t+1)1/ϑ + exp(βV Oj
t+2 − βV

Oj
t+1)1/ϑexp(βV Oj

t+1)1/ϑ

Multiplying this expression by exp(βV nj
t+1)1/ϑ + exp(βV Oj

t+1)1/ϑ we get

ϕnj,njt+1 =
ϕnj,njt exp(βV nj

t+2 − βV
nj
t+1)1/ϑ

ϕnj,njt exp(βV nj
t+2 − βV

nj
t+1)1/ϑ + ϕnj,Ojt exp(βV Oj

t+2 − βV
Oj
t+1)1/ϑ

or

ϕnj,njt+1 =
ϕnj,njt

(
ûnjt+2

)β
ϕnj,njt

(
ûnjt+2

)β
+ ϕnj,Ojt

(
ûOjt+2

)β
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It immediately follows that

ϕnj,Ojt+1 = 1− ϕnj,njt+1

Finally, the fraction of inactive firms that enter a given location is given by

ϕOj,njt =
exp(βV nj

t+1 − rnt )1/ϑ∑
i exp(βV

ij
t+1 − βrit+1)1/ϑ

which following the same steps as before can be expressed as

ϕOj,njt+1 =
exp(βV nj

t+2 − βrnt+2)1/ϑ exp(βV njt+1−rnt )1/ϑ∑
i exp(βV

nj
t+1−βrnt+1)1/ϑ)∑

i exp(βV
ij
t+2−rit+1)1/ϑ

exp(βV
ij
t+1−βr

i
t+1)1/ϑ

exp(βV
ij
t+1−βr

i
t+1)1/ϑ∑

i exp(βV
ij
t+1−βrit+1)1/ϑ

and therefore

ϕOj,njt+1 =
ϕOj,njt exp((βV nj

t+2 − βrnt+2)− (βV nj
t+1 − βrnt+1)1/ϑ))1/ϑ∑

i ϕ
Oj,ij
t+1 exp((βV

ij
t+2 − βrit+2)− (βV ij

t+1 − βrit+1))1/ϑ

or

ϕOj,njt+1 =
ϕOj,njt

(v̇njt+2)
β

exp(rnt+1−rnt+1)β/ϑ∑
i ϕ

Oj,ij
t+1

(v̇ijt+2)
β

exp(rit+2−rit+1)1/ϑ

.

B.5 Solving for Unexpected Change in Trade Policy at t = 1

B.5.1 Household’s Problem

We start first by indexing variables according to the sequence of policyΥ or to the change

in policy Υ ′.

Consider the values at t = 0,

Unj
0 (Υ ) = log(wnj0 (Υ ) /P n

0 (Υ )) + νlog

[
N∑
i=1

J∑
k=ne,1

exp
(
βU ik

1 (Υ )−mnj,ik
)1/ν

]
,

and labor market flows

µnj,ik0 (Υ ) =
exp(βU ik

1 (Υ )−mnj,ik)1/ν∑
m

∑
h exp(βU

mh
1 (Υ )−mnj,mh)1/ν

,
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and at t = 1 after the change in policy

Unj
1 (Υ ′) = log(wnj1 (Υ ′) /P n

1 (Υ ′)) + νlog

[
N∑
i=1

J∑
k=ne,1

exp
(
βU ik

2 (Υ ′)−mnj,ik
)1/ν

]
,

µnj,ik1 (Υ ′) =
exp(βU ik

2 (Υ ′)−mnj,ik)1/ν∑
m

∑
h exp(βU

mh
2 (Υ ′)−mnj,mh)1/ν

.

Taking the time difference we get

Unj1

(
Υ ′
)
−Unj0 (Υ ) = log

(
wnj1 (Υ ′) /wnj0 (Υ )

Pn1 (Υ ′) /Pn0 (Υ )

)
+νlog

∑N
i=1

∑J
k=ne,1 exp

(
βU ik2 (Υ ′)−mnj,ik

)1/ν∑N
i=1

∑J
k=ne,1 exp

(
βU ik1 (Υ )−mnj,ik

)1/ν
 ,

Unj1

(
Υ ′
)
− Unj0 (Υ ) = log

(
wnj1 (Υ ′) /wnj0 (Υ )

Pn1 (Υ ′) /Pn0 (Υ )

)

+ νlog


N∑
i=1

J∑
k=ne,1

exp(βU ik2 (Υ ′)−mnj,ik)
1/ν

exp(βU ik1 (Υ )−mnj,ik)
1/ν

∑N
i=1

∑J
k=ne,1 exp(βU ik1 (Υ )−mnj,ik)

1/ν

exp(βU ik1 (Υ )−mnj,ik)
1/ν

 ,

Unj1

(
Υ ′
)
− Unj0 (Υ ) = log

(
wnj1 (Υ ′) /wnj0 (Υ )

Pn1 (Υ ′) /Pn0 (Υ )

)

+ νlog

 N∑
i=1

J∑
k=ne,1

µnj,ik0 (Υ )
exp

(
U ik1 (Υ ′)

)β/ν
exp

(
U ik1 (Υ )

)β/ν exp(βU ik2 (Υ ′)− U ik1 (Υ ′))β/ν
 ,

then

Unj
1 (Υ ′)− Unj

0 (Υ ) = log

(
wnj1 (Υ ′) /wnj0 (Υ )

P n
1 (Υ ′) /P n

0 (Υ )

)

+ νlog

[
N∑
i=1

J∑
k=ne,1

µ̃nj,ik0 (Υ ′) exp
(
U ik

2 (Υ ′)− U ik
1 (Υ ′)

)β/ν]
,

and

µnj,ik1

(
Υ ′
)
=

µnj,ik0 (Υ )
exp(U ik1 (Υ ′))

β/ν

exp(U ik1 (Υ ))
β/ν exp

(
U ik2 (Υ ′)− U ik1 (Υ ′)

)β/ν
∑

m

∑
h µ

nj,mh
0 (Υ )

exp(Umh1 (Υ ′))
β/ν

exp(Umh1 (Υ ))
β/ν exp

(
Umh2 (Υ ′)− Umh1 (Υ ′)

)β/ν .
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Using our notation, we get at t = 1,

ûnj1 =
ŵnj1

P̂ n
1

[
N∑
i=1

J∑
k=ne,1

µ̃nj,ik0

(
ûik2
)β/ν]ν

,

µ′nj,ik1 =
µ̃nj,ik0

(
ûik2
)β/ν∑

m

∑
h µ̃

nj,mh
0

(
ûmh2

)β/ν ,
where

µ̃nj,ik0 = µnj,ik0 (ûik1 )β/ν .

For all other t > 1

ûnjt =
ŵnjt

P̂ n
t

[
N∑
i=1

J∑
k=ne,1

µ′nj,ikt−1 µ̇nj,ikt

(
ûikt+1

)β/ν]ν
,

µ′nj,ikt =
µ′nj,ikt−1 µ̇nj,ikt

(
ûikt+1

)β/ν∑
m

∑
h µ
′nj,mh
t−1 µ̇nj,mht

(
ûmht+1

)β/ν .
B.5.2 Firm’s Problem

We start first by indexing variables according to the sequence of policyΥ or to the change

in policy Υ ′.

V nj
0 (Υ ) = πnj0 (Υ ) + ϑlog

{ ∑
h=n,O

exp
(
V hj

1 (Υ )
)β/ϑ}

,

and

ϕnj,hj0 (Υ )=
exp

(
V hj

1 (Υ )
)β/ϑ

∑
i=n,O exp (V ij (Υ ))β/ϑ

,

where h = n,O. Under the change in policy,

V nj
1 (Υ ′) = πnj1 (Υ ′) + ϑlog

{ ∑
h=n,O

exp
(
V hj

2 (Υ ′)
)β/ϑ}

,

and

ϕnj,hj1 (Υ ′)=
exp

(
V hj

2 (Υ ′)
)β/ϑ

∑
i=n,O exp

(
V ij

2 (Υ ′)
)β/ϑ ,
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then, in time differences we get

V nj
1

(
Υ ′
)
− V nj

0 (Υ ) = πnj1

(
Υ ′
)
− πnj0 (Υ ) + ϑlog


∑

h=n,O exp
(
V hj

2 (Υ ′)
)β/ϑ

∑
h=n,O exp

(
V hj

1 (Υ )
)β/ϑ

 ,

V nj
1

(
Υ ′
)
− V nj

0 (Υ ) = πnj1

(
Υ ′
)
− πnj0 (Υ ) ,

+ ϑlog


∑
h=n,O

exp
(
V hj

1 (Υ )
)β/ϑ

∑
i=n,O exp

(
V hj

1 (Υ )
)β/ϑ exp

(
V hj

2 (Υ ′)
)β/ϑ

exp
(
V hj

1 (Υ )
)β/ϑ



V nj
1

(
Υ ′
)
− V nj

0 (Υ ) = πnj1

(
Υ ′
)
− πnj0 (Υ ) ,

+ ϑlog


∑
h=n,O

ϕnj,hj0 (Υ )
exp

(
V hj

1 (Υ ′)
)β/ϑ

exp
(
V hj

1 (Υ )
)β/ϑ exp(V hj

2

(
Υ ′
)
− V hj

1

(
Υ ′
))β/ϑ

and

ϕnj,hj1

(
Υ ′
)

=
ϕnj,hj0 (Υ ) exp

(
V hj1 (Υ ′)

V hj1 (Υ )

)β/ϑ
exp

(
V hj

2 (Υ ′)− V hj
1 (Υ ′)

)β/ϑ
∑

i=n,O ϕ
nj,ij
0 (Υ ) exp

(
V ij1 (Υ ′)

V ij1 (Υ )

)β/ϑ
(Υ ′) exp

(
V ij

2 (Υ ′)− V hj
1 (Υ ′)

)β/ϑ ,

Similarly,

V Oj
0 (Υ ) = 0 + ϑlog

{∑
i

exp
(
V ij

1 (Υ )− ri1 (Υ )
)β/ϑ}

,

ϕOj,nj0 (Υ )=
exp

(
V nj

1 (Υ )− rn1 (Υ )
)β/ϑ∑

i exp
(
V ij

1 (Υ )− ri1 (Υ )
)β/ϑ ,

V Oj
1 (Υ ′) = 0 + ϑlog

{∑
i

exp
(
V ij

2 (Υ ′)− ri2 (Υ ′)
)β/ϑ}

,

ϕOj,nj1 (Υ ′)=
exp

(
V nj

2 (Υ ′)− rn2 (Υ ′)
)β/ϑ∑

i exp
(
V ij

2 (Υ ′)− ri2 (Υ ′)
)β/ϑ ,

then

V Oj
1

(
Υ ′
)
− V Oj

0 (Υ ) = ϑlog


∑

i exp
(
V ij

2 (Υ ′)− ri2 (Υ ′)
)β/ϑ

∑
i exp

(
V ij

1 (Υ )− ri1 (Υ )
)β/ϑ

 ,
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finally

V Oj
1 (Υ ′)−V Oj

0 (Υ ) = ϑlog


N∑
i=1

ϕOj,ij0 (Υ ) exp

(
V ij

1 (Υ ′)

V ij
1 (Υ )

)β/ϑ
exp

(
V ij

2 (Υ ′)− V ij
1 (Υ ′)

)β/ϑ
exp (ri2 (Υ ′)− ri1 (Υ ′))

β/ϑ

 ,

and

ϕOj,nj1 (Υ ′)=
ϕOj,nj0 (Υ ) exp

(
V nj1 (Υ ′)

V nj1 (Υ )

)β/ϑ exp(V nj2 (Υ ′)−V nj1 (Υ ′))
β/ϑ

exp(rn2 (Υ ′)−rn1 (Υ ′))
β/ϑ∑

i ϕ
Oj,ij
0 (Υ ) exp

(
V ij1 (Υ ′)

V ij1 (Υ )

)β/ϑ exp(V ij2 (Υ ′)−V ij1 (Υ ′))
β/ϑ

exp(ri2(Υ ′)−ri1(Υ ′))
β/ϑ

.

Using our notation, for t = 1

v̂Oj1 =

(
N∑
i=1

ϕ̃Oj,nj0

(
v̂ij2 /ˆ̃ri2

)β/ϑ)ϑ

,

ϕ′Oj,hj1 =
ϕ̃Oj,hj0

(
v̂hj2

)β/ϑ
∑N

i=1 ϕ̃
Oj,ij
0

(
v̂ij2
)β/ϑ ,

v̂′nj1 = ˆ̃π′nj1

( ∑
h=n,O

ϕ̃nj,hj0

(
v̂hj2

)β/ϑ)ϑ

,

ϕ′nj,hj1 =
ϕ̃nj,hj0

(
v̂hj2

)β/ϑ
∑

i=n,O ϕ̃
nj,ij
0

(
v̂ij2
)β/ϑ ,

where

ϕ̃Oj,hj0 = ϕOj,hj0

(
v̂hj1 /ˆ̃rh1

)β/ϑ
,

ϕ̃nj,hj0 = ϕnj,hj0

(
v̂hj1

)β/ϑ
,

for h = n,O.

for all t > 1

v̂Ojt =

(
N∑
i=1

ϕ′Oj,njt−1 ϕ̇Oj,njt

(
v̂ijt+1/ˆ̃rit+1

)β/ϑ)ϑ

,

ϕ′Oj,njt =
ϕ′Oj,njt−1 ϕ̇Oj,njt

(
v̂njt+1/ˆ̃rnt+1

)β/ϑ
∑

i ϕ
′Oj,ij
t−1 ϕ̇Oj,ijt

(
v̂ijt+1/ˆ̃rit+1

)β/ϑ ,
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v̂′njt = ˆ̃πnjt

( ∑
h=n,O

ϕ′nj,hjt−1 ϕ̇nj,hjt

(
v̂hjt+1

)β/ϑ)ϑ

,

ϕ′nj,hjt =
ϕ′nj,hjt−1 ϕ̇nj,hjt

(
v̂hjt+1

)β/ϑ
∑

i=n,O ϕ
′nj,ij
t−1 ϕ̇′nj,ijt

(
v̂ijt+1

)β/ϑ .
C Algorithm

Solving for Static per period Trade Equilibrium

The solution to the per period Trade Equilibrium at t+ 1 takes as given the path of mass

of firmsMnj
t ,M

Oj
t , the path of employment Lnjt , the bilateral trade shares at t, λnj,ijt , total

expenditure at t,Xnj
t ,and the change in the stock of capital at t, K̇n

t , and the probability

choices ϕOj,njt+1

1. Guess a path for the change in wages ẇnjt+1 and the change in the rental rate ṙnt+1.

2. Solve for the change in the sectoral price index using

Ṗ nj
t+1 =

(∑
i

λij,njt Ṁ ij
t+1(ṗij,njt+1 )1−σj

)1/(1−σj)

ṗij,njt+1 = ( ˙1 + τ ij,njt+1 )ẋijt+1

ẋnjt+1 =
[(
ẇnjt+1

)1−ξn (
ṙnt+1

)ξn]γnj∏
k

(
Ṗ nk
t+1

)γnj,nk
3. Solve for the bilateral expenditure shares using

λ̇nj,ijt+1 = Ṁnj
t+1

(
( ˙1 + τnj,ijt+1 )ẋnjt+1

)1−σj (
Ṗ ij
t+1

)σ−1

4. Solve for capital structure accumulation for the United States using

K̂n
t+1 = (K̂n

t )κn(L̂k,nt+1)1−κn

and for the other countries using

K̇n
t+1 = (K̇n

t )

(
ṙnt+1

ẇnt+1

) 1−κn
κn
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5. Solve for total expenditure using

Int+1 =
∑
k

ẇnkt+1L̇
nk
t+1w

nk
t L

nk
t +r̂nt+1K̇

n
t+1r

n
tK

n
t +ιnχt+1−

∑
k

rnt+1M
O,k
t ϕOk,nkt +

∑
j

τ ij,njt+1 λ
ij,nj
t+1 X

nj
t+1(

1 + τ ij,njt+1

)
where χt+1 =

∑
n

∑
jM

nj
t+1π

nj
t+1=

∑
n

∑
i

∑
j

λnj,ijt+1 Xij
t+1

σj(1+τnj,ijt+1 )

Xnj
t+1 =

∑
k

γnk,nj
∑
i

(σk − 1)λnk,ikt+1 X ik
t+1

σk

(
1 + τnk,ikt+1

) + αjInt+1

Note that total expenditure is solved as a fixed point

6. Solve for changes in profits using

π̇nj,ijt+1 =
(

˙1 + τnj,ijt+1

)−σj (
ẋnjt+1

)1−σj
(
Ṗ ij
t+1

)σj−1

Ẋ ij
t+1

Solve for total profits using

πnjt+1 =
N∑
i=1

λnj,ijt X ij
t

Mnj
t σj

(
1 + τnj,ijt

) π̇nj,ijt+1

Alternatively solve total profits as

πnjt+1 =
∑
i

λnj,ijt+1 X
ij
t+1

Mnj
t+1σj(1 + τnj,ijt+1 )

7. Solve for the market clearings using

ẇnjt+1L̇
nj
t+1w

nj
t L

nj
t = (1− ξn)γnj

∑
i

(σj − 1)λnj,ijt+1 X
ij
t+1

σj(1 + τnj,ijt+1 )

ṙnt+1K̇
n
t+1r

n
tK

n
t =

∑
j

ξnγnj
∑
i

(σj − 1)λnj,ijt+1 X
ij
t+1

σj(1 + τnj,ijt+1 )
+
∑
j

rnt+1M
Oj
t ϕOj,njt

and as explained above the labor market clearing condition for countries other

than the United States in changes is given by

ẇnt+1L̇
n
t+1w

n
t L

n
t =

∑
j

(1− ξn)γnj
∑
i

(σj − 1)λnj,ijt+1 X
ij
t+1

σj(1 + τnj,ijt )
+ (1− κn)rnt+1K

n
t+1
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8. Update the path of wages and rental rates until it converges

Solving for the sequential competitive equilibrium

1. Guess a path for the changes in all the values for the firms and households v̇njt+1,

v̇Ojt+1, u̇H,njt+1

2. Solve for the probability choices by firms and gross flows of householdsϕnj,njt+1 , ϕnj,Ot+1 , ϕOj,njt+1 , µnj,ikt

using a path of rental rates rnt = rn0 for the first iteration and the path from the tem-

porary equilibrium thereafter

3. Solve for the law of motion of firms and employment Mnj
t+1,M

Oj
t+1, L

nj
t+1

4. Solve for the temporary equilibrium as described in the previous section. Con-

struct the path of rental rates rnt . Given the initial guess of values, update the path

of firms and employmentMnj
t+1,M

Oj
t+1, L

nj
t+1, and solve again the temporary equilib-

rium until the path of rental rates converge.

5. Construct the path of profits πnjt+1 y real wages ẇnjt+1 (including the construction

sector)

6. Update the path for the changes in all the values for the firms and households v̇njt+1,

v̇Ojt+1, u̇H,njt+1 using the path of profits, real wages, and rental rates from the temporary

equilibrium until reach convergence
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Figure D.1: Time Evolution of Value Functions

D Appendix: Data

In this appendix we provide more detail on the data used as well as additional informa-

tion on the sample of U.S. locations, countries, and industries used in our quantitative

analysis.

International Bilateral Trade Flows Bilateral trade trade shares λnj,ijt for the 38 coun-

tries, including the constructed ROW, and sectors are obtained from the World Input-

Output Database (WIOD) for the year 2014, which is the latest available year. The WIOD
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has information on transaction in final and intermediate goods across sectors and coun-

tries as well as domestic sales, which allow as to recover sectoral bilateral trade flows and

total expenditure, and therefore construct the bilateral trade shares λnj,ijt .

Inter-regional Bilateral Trade Flows Imports and exports between the 50 U.S. states

the rest of countries in our sample are obtained from the Import and Export Merchan-

dise Trade Statistics, data elaborated by the U.S. Census Bureau. The Census data re-

ports imports and exports between each U.S. state and each other country in the world

at HS and NAICS industry classification. We use the year 2014 to construct the bilat-

eral trade flows between the U.S. states and the rest of the countries in our sample. The

bilateral trade flows across U.S. states are obtained from the Commodity Flows Survey

(CFS) for the year 2012, which is the closest available year to 2014 that we use to con-

struct the rest of the trade data. In order to keep consistency across the different trade

databases and years, we made two adjustment to the trade data. First, since the CFS

and the U.S. census data only contain trade flows for manufacturing industries, we treat

the wholesale and retail and services industries as non-tradable. Second, since the CFS

data is for the year 2012, while we use the WIOD data for the year 2014, there is some

discrepancy between the total amount of transaction reported in the CFS and the to-

tal U.S. domestic sales reported in the WIOD database. To make them consistent, we

proceed as follows. We use the CFS to construct the the bilateral trade shares across the

U.S. states, and apply the share of each state to the U.S. total domestic sales to construct

total domestic sales across states. We then recover the bilateral trade flows across U.S.

states using the constructed bilateral expenditure shares and the total domestic sales

across states. As a result, the bilateral trade shares across U.S. states are as in the 2012

CFS, and the implied total domestic sales in the United States matches exactly the one

in the WIOD for the year 2014.

Production Data Gross output for the manufacturing sector across U.S. states can be

inferred directly from the trade matrices. For the wholesale and retail, services indus-

tries, we obtain gross output from the Bureau of Economic Analysis. For the rest of

the country, gross output is obtained from the WIOD database. The WIOD has also

information on the purchases of material across sectors, which allow us to construct

the input-output coefficients γnj,ij across countries and sectors. We assume that the

input-output coefficients for each individual U.S. state are the same those for the U.S.

aggregate, since state-level input-output tables are not available. Since WIOD also has

information on value added and gross output across countries, we proceed in the same
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way to construct the shares of value added in gross output γnj . The share of labor in

value added ξn for the United States is constructed using data on labor compensation

and value added from the BEA. For the other countries these data are obtained from the

OECD STAN database. We assume that the shares of labor in value added vary by coun-

tries but not by industries due to incomplete industry-level information in the OECD

data. The share of labor in the production of new structures 1− κn is constructed as the

share of labor in gross output in the construction sector. For the U.S. states we construct

this parameter using labor compensation and gross output data from the BEA, for the

rest of the countries we use the equivalent data from the OECD STAN database.

Final Consumption Shares and Profits Ownership We also use equilibrium condi-

tions from our model to compute some of the variables at the initial period. To calibrate

the share of each location in the global portfolio of profits, in, we proceed as follows. We

compute the total profits in each location at the initial period asMnj
t π

nj
t = 1

σj

∑
i λ

nj,ij
t X ij

t

. As explained in Section 3.3, we assume that profits are transferred to a global portfolio.

We discipline the share of the global portfolio that is redistributed back to each n, in, in

order to match the observed initial trade deficits Dn
t , that is, ιn =

1
σj

∑N
i=1 λ

nj,ij
t Xij

t −Dnt
χt

. The

final consumption shares αj are also computed using the equilibrium conditions of the

model. In particular αj =

∑N
n=1 X

nj
t −

∑N
n=1

∑J
k=1 γ

nk,nj
∑N
i=1

(1−1/σk)λ
nk,ik
t Xikt

1+τ
nk,ik
t∑N

n=1 I
n
t

.

The Initial Distribution of Firms and Location Choice Probabilities We computeMnj
t

as the number of active enterprises reported in the OECD Structural and Demographic

Business Statistics (SDBS). Similar to the U.S. data, we use 2015 as the reference year.

When the number of firms for a given country is missed, we look for the previous year.

In particular, for Cyprus and Denmark, we use data for 2014 and for Mexico, we use data

for for 2013. For a few countries, Canada, Norway, Turkey, and Brazil, the OECD only

reported the number of employer enterprises for each sector, thus we use that data to

infer Mnj
t for those countries. For China, we obtain the data the number of active firms

across sectors from the China’s National Bureau of Statistics. For the ROW, data on mass

of firms is not available, thus we simply assume that the mass of firms in the ROW rela-

tive to the total mass of firms in our sample is similar to its relative GDP. A few countries

in our sample, Mexico, China, and Switzerland did not report data on firm deaths, thus

we apply to these countries the average death rates across all other countries.
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U.S. States The U.S. states included in the analysis are: Alabama, Alaska, Arizona,

Arkansas, California, Colorado, Connecticut, Delaware, Florida, Georgia, Hawaii, Idaho,

Illinois, Indiana, Iowa, Kansas, Kentucky, Louisiana, Maine, Maryland, Massachusetts,

Michigan, Minnesota, Mississippi, Missouri, Montana, Nebraska, Nevada, New Hamp-

shire, New Jersey, New Mexico, New York, North Carolina, North Dakota, Ohio, Okla-

homa, Oregon, Pennsylvania, Rhode Island, South Carolina, South Dakota, Tennessee,

Texas, Utah, Vermont, Virginia, Washington, West Virginia, Wisconsin, Wyoming. The

District of Columbia is aggregated with the state of Virginia in our data.

Countries The sample of countries in our constructed data is: Australia, Austria, Bel-

gium, Bulgaria, Brazil, Canada, China, Croatia, Czech Republic, Cyprus, Denmark, Esto-

nia, Finland, France, Germany, Greece, Hungary, Ireland, Italy, Korea, Latvia, Lithuania,

Luxembourg, Malta, Mexico, Netherlands, Norway, Poland, Portugal, Romania, Slovak

Republic, Slovenia, Spain, Sweden, Switzerland, United Kingdom, Turkey, ROW.

Sectors As mentioned above, in our analysis we construct data for three productive

industries; Manufacturing, Wholesale and Retail, and Services, and the construction

sector that we use to discipline the production of new structures. The manufactur-

ing sector is defined the aggregate of the NAICS-three-digit industries Food, Beverage,

and Tobacco Products (NAICS 311-312); Textile, Textile Product Mills, Apparel, Leather,

and Allied Products (NAICS 313-316); Wood Products, Paper, Printing, and Related Sup-

port Activities (NAICS 321-323); Petroleum and Coal Products (NAICS 324); Chemical

(NAICS 325); Plastics and Rubber Products (NAICS 326); Nonmetallic Mineral Products

(NAICS 327); Primary Metal and Fabricated Metal Products (NAICS 331-332); Machinery

(NAICS 333); Computer and Electronic Products, and Electrical Equipment and Appli-

ance (NAICS 334-335); Transportation Equipment (NAICS 336); Furniture and Related

Products, and Miscellaneous Manufacturing (NAICS 337-339). The services sectors is

the aggregate of Transport Services (NAICS 481-488); Information Services (NAICS 511-

518); Finance and Insurance (NAICS 521-525); Real Estate (NAICS 531-533); Education

(NAICS 61); Health Care (NAICS 621-624); Accommodation and Food Services (NAICS

721-722); Other Services (NAICS 493, 541, 55, 561, 562, 711-713, 811-814).

D.1 The Evolution of U.S. Manufacturing Firms and Establishments

In this section we display in Figure D.2the evolution of the number of manufacturing

establishments and firms in the United States over the period 2000-2018.

69



Figure D.2: Evolution of U.S. manufacturing firms and establishments
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Note: The left-hand panel presents the evolution of number of establishments and firms in the manufac-
turing sector in the United States. The data used to construct these figures is from the BLS as described
in detail in Section 4.2.

E Appendix: Estimation

In this appendix we describe with more detail the derivation of the estimating equation

for the dispersion of idiosyncratic shocks for the firms.

The value of an active firm in location n and industry j is given by equation (9).

Adding and subtracting the continuation value to this equation we obtain

V nj
t = πnjt + βV nj

t+1 + ϑlog
{
exp(βV Oj

t+1 − βV
nj
t+1)1/ϑ

}
.

On the other hand we have that the fraction of firms that stays in a given location is

given by equation (xx). Using this equation, we can express the value of active firms as

V nj
t = πnjt + βV nj

t+1 − ϑlogϕ
nj,nj
t .

Analogously, we use the value of inactive firms V Oj
t and the fraction of firms that

enter location n to express the value function of a representative inactive firm as

V Oj
t = βV nj

t+1 − βrnt+1 − ϑlogϕ
O,nj
t .

Taking differences with the corresponding value of active firms we get
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V nj
t − V

Oj
t = πnjt + βrnt+1 + ϑlog

ϕO,njt

ϕnj,njt

.

Using the expression for the fraction of firms that stay in a given location ϕnj,njt and

the fraction of firms that exit ϕnj,Ojt we obtain an expression for the differences in the

values V nj
t − V

Oj
t , in particular

exp(βV nj
t − βV

Oj
t )1/ϑ =

ϕnj,njt−1

ϕnj,Ojt−1

,

and therefore we have that

log
ϕnj,njt−1

ϕnj,Ojt−1

+ βlog
ϕnj,njt

ϕOj,njt

=
β

ϑ

(
πnjt + βrnt+1

)
As discussed in the main text, we assume the entry probabilities ϕOj,ijt are measured

imperfectly, for instance, due to the fact that they depend on the total world’s mass of

inactive firms that are not directly observable. In particular, we attribute the measure-

ment error to have a deterministic component Ct and a sector-specific random com-

ponent εnjt that is orthogonal to profits and rental rates, that is, ϕ̃Oj,ijt = ϕO,it

(
Ct + εnjt

)
.

Hence, our estimating equation becomes

ynjt = C̃t +
β

ϑ

(
πnjt + βrnt+1

)
+ εnjt

where ynjt = log
ϕnj,njt−1

ϕnj,Ojt−1

+ βlog
ϕnj,njt

ϕOj,ijt

.
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